DESCRIPTION

Neurocomputing publishes articles describing recent fundamental contributions in the field of neurocomputing. Neurocomputing theory, practice and applications are the essential topics being covered.

NEW! Neurocomputing's Software Track allows you to expose your complete Software work to the community through a novel Publication format: the Original Software Publication

Overview:

Neurocomputing welcomes theoretical contributions aimed at winning further understanding of neural networks and learning systems, including, but not restricted to, architectures, learning methods, analysis of network dynamics, theories of learning, self-organization, biological neural network modelling, sensorimotor transformations and interdisciplinary topics with artificial intelligence, artificial life, cognitive science, computational learning theory, fuzzy logic, genetic algorithms, information theory, machine learning, neurobiology and pattern recognition.

Neurocomputing covers practical aspects with contributions on advances in hardware and software development environments for neurocomputing, including, but not restricted to, simulation software environments, emulation hardware architectures, models of concurrent computation, neurocomputers, and neurochips (digital, analog, optical, and biodevices).

Neurocomputing reports on applications in different fields, including, but not restricted to, signal processing, speech processing, image processing, computer vision, control, robotics, optimization, scheduling, resource allocation and financial forecasting.

Types of publications:

Neurocomputing publishes reviews of literature about neurocomputing and affine fields.

Neurocomputing reports on meetings, including, but not restricted to, conferences, workshops and seminars.

NEW! The Neurocomputing Software Track
Neurocomputing Software Track publishes a new format, the Original Software Publication (OSP) to disseminate exiting and useful software in the areas of neural networks and learning systems, including, but not restricted to, architectures, learning methods, analysis of network dynamics, theories of learning, self-organization, biological neural network modelling, sensorimotor transformations and interdisciplinary topics with artificial intelligence, artificial life, cognitive science, computational learning theory, fuzzy logic, genetic algorithms, information theory, machine learning, neurobiology and pattern recognition. We encourage high-quality original software submissions which contain non-trivial contributions in the above areas related to the implementations of algorithms, toolboxes, and real systems. The software must adhere to a recognized legal license, such as OSI approved licenses.

Importantly, the software will be a full peer reviewed publication that is able to capture your software updates once they are released. To fully acknowledge the author’s/developers work your software will be fully citable as an Original Software Publication, archived and indexed and available as a complete online “body of work” for other researchers and practitioners to discover.

See the detailed Submission instructions, and more information about the process for academically publishing your Software: here

**IMPACT FACTOR**

2022: 6.000 © Clarivate Analytics Journal Citation Reports 2023

**ABSTRACTING AND INDEXING**

Abstracts in Human-Computer Interaction  
AI Robotics Abstracts  
Computer Abstracts  
Embase  
Engineering Index  
Mathematical Reviews  
INSPEC  
CompuScience  
Current Contents - Engineering, Computing & Technology  
Cambridge Scientific Abstracts  
Current Contents  
Neuroscience Citation Index  
Research Alert  
Web of Science  
Zentralblatt MATH  
Scopus  
Computer Literature Index  
PsycINFO

**EDITORIAL BOARD**

*Managing Editor-in-Chief*

Zidong Wang, Brunel University London, Department of Computer Science, Kingston Lane, UB8 3PH, Uxbridge, Middlesex, United Kingdom, Fax: +44/1895 251686  
Fields of specialization: Intelligent data analysis (bioinformatics, neural networks, etc.), signal processing (filter designs, etc.), real-time systems (control of nonlinear and multi-dimensional systems)

*Associate Editors-in-Chief*

**Machine Learning and Deep Learning (ML)**  
Javier Andreu-Perez, University of Essex School of Computer Science and Electronic Engineering, Wivenhoe Park, CO4 3SQ, Colchester, United Kingdom
Data stream and online learning, unsupervised machine learning, collaborative filters, fuzzy sets and systems, Applications, neural imaging, brain computer interfaces, computational neuroscience, internet-of-things, body sensors, wearable sensing, physical activity recognition

**Multimedia and Natural Language Processing (M & NLP)**

Giuseppe Fenza, University of Salerno, Department of Business Sciences Management & Innovation Systems, 84084, Fisciano, Italy
Semantic Web, Text and data mining, Social media analytics, Big data paradigms, architectures, and technologies, Machine and deep learning, Stream processing, Explainable Artificial Intelligence, Open Source Intelligence

**Computer vision (CV)**

Jungong Han, Aberystwyth University, Department of Computer Science, Aberystwyth, SY23 3DB, Aberystwyth, United Kingdom
Artificial intelligence, Image processing

**Neural Networks (NN)**

Alexandros Iosifidis, Aarhus University, Department of Electrical and Computer Engineering, Aarhus, Denmark
Subspace learning, Multi/cross-view/modal subspace learning, Kernel-based learning, Class-specific learning, Neural networks architecture learning, Graph embedding

**Data Analytics (DA)**

Leandro L. Minku, University of Birmingham School of Computer Science, Edgbaston, B15 2TT, Birmingham, United Kingdom
Data stream learning and mining, Concept drift, Class imbalance learning, Ensembles of learning machines, Online learning

**Neuron Dynamics and Network Analysis (NetDynamics)**

Qinglai Wei, Chinese Academy of Sciences Institute of Automation, P.O. Box 2728, 100080, Beijing, China
Theoretical contributions, learning methods, theories of learning, fuzzy logic, computational learning theory, machine learning, stability analysis of neural networks, learning systems for control, optimal control, Practical aspects, simulation software environments, Applications, control, robotics, optimization, scheduling

**Advisory Editorial Board**

Qi He, LinkedIn Corp, 94043-4655, Mountain View, California, United States of America
Steven Hoi, Singapore Management University, 188065, Singapore, Singapore
Yoan Miche, Nokia Bell Labs Espoo, Karaportti 3, FI-02610, Espoo, Finland
Machine Learning, Anomaly Detection, Clustering, Neural Networks, Extreme Learning Machine, Steganography, Steganalysis, Network Security, Computer Security

**Editorial Board (Software Section)**

Bin Li, Wuhan University, Department of Finance, Wuhan, China
Empirical asset pricing, Machine learning, Financial technologies, Investments, Computational finance
Wei Liu, Tencent AI Lab Beijing, Beijing, China
Machine learning, big data analytics, artificial intelligence, computer vision, pattern recognition, multimedia information processing, optimization, special interests in large-scale unsupervised/supervised/active learning, hashing, similarity/metric learning, sparse and robust learning, linear/nonlinear dimensionality reduction, probabilistic and computational graphical models, learning to rank, social network mining, mobile image search, image/video search, image/video classification, image/video super-resolution, face verification and recognition, time series modeling and forecasting.
David Lo, Singapore Management University, 188065, Singapore, Singapore
Software engineering, Specification mining from software systems, Software program analysis, Reverse engineering, Software maintenance & reliability, Automated debugging and bug finding, Data mining, Pattern mining & social network mining
Shaowei Wang, University of Manitoba, Winnipeg, R3T 2N2, Manitoba, Canada
Software analytics, Software debugging, Software repository mining, Software security, AIOps & DevOps, Software maintenance and testing, Machine learning for software engineering, Data analytics
Jia Wu, Macquarie University, Department of Computing, Building E6A, Sydney, 2109, Australia
Brain-inspired intelligent computing, Graph mining, Neural networks, Computational intelligence
Lei Zhang, Microsoft Corp, 98073, Redmond, Washington, United States of America
Computer vision, Multimedia, Information retrieval
Jianke Zhu, Zhejiang University, Hangzhou, China  
Computer vision, Multimedia

**Editorial Board (Regular Section)**

**Saeed Anwar**, Australian National University, Canberra, Australia  
Image restoration, deblurring, super-resolution, denoising, colorization, DeRaining, underwater image enhancement, and related fields, 3D vision, point cloud's segmentation, classification, completion, detection, upsampling, and RGB & RGBD saliency detection, skeleton action recognition

**Dragana Bajovic**, University of Novi Sad, Novi Sad, Serbia  
Federated learning (algorithms, applications, convergence/performance analyses), Distributed machine learning, Distributed optimization, Distributed inference, Distributed learning/inference/optimization over random systems/random topologies

**Yukun Bao**, Huazhong University of Science and Technology, Wuhan, Hubei, China  
Predictive Analytics with Computational Intelligence, Time Series Modeling and Forecasting, Machine Learning

**Monica Bianchini**, University of Siena, Siena, Italy  
Machine learning (with a particular emphasis on theoretical aspects of learning in neural networks), Optimization, approximation theory, pattern recognition, and numerical methods for nonlinear systems and odes, especially with respect to neural architectures for processing non-standard data (structured data, trees, graphs)

**Simone Bonechi**, University of Siena, Siena, Italy  
Computer Science, Deep Learning, Convolutional Neural Networks, Image Processing, Medical Image Analysis

**Jiajun Bu**, Zhejiang University, Hangzhou, China  
Machine Learning, Big Data Analytics, Social Network Mining, Computer Vision, Wireless sensor networks

**Hao CHEN**, The Hong Kong University of Science and Technology, Hong Kong, Hong Kong  
Deep learning, Medical Image Analysis, Image Segmentation, Trustworthy AI, Label-efficient Learning, Computer-aided diagnosis

**Erik Cambria**, Nanyang Technological University School of Computer Science and Engineering, Singapore, Singapore  
Sentiment analysis, Affective computing, Extreme learning machines

**Jie Cao**, Nanjing University of Finance and Economics, Nanjing, China  
Data mining & business intelligence, Statistical learning & machine learning, Social computing & big data computing

**Jiwen Cao**, Hangzhou Dianzi University, Hangzhou, China  
Machine learning, neural networks, and intelligent signal processing, Pattern recognition, Compressed sensing, Medical data learning, Extreme learning machine (ELM)

**Xianbin Cao**, Beihang University, Beijing, China  
Computer vision and image processing, Machine learning, Computation intelligence, Optimization

**Zehong Cao**, University of South Australia, Adelaide, Australia  
Neural computation, Computational neuroscience, Brain-computer interface, EEG/ fNIR/fMRI signal processing, Healthcare/clinical applications

**Danilo Cavaliere**, University of Salerno, Fisciano, Italy  
Knowledge-based systems, Soft Computing, Fuzzy logic, Intelligent agents, Data Mining, Remote Sensing, Sentiment Analysis

**Faïcel Chamroukhi**, IRT SystemX, Palaiseau, France  
Mixture Models, Model-Based Clustering, Mixtures of Experts, Expectation-Maximization algorithms, Statistical Learning, Functional Data Analysis, High-Dimensional Statistics, Time-Series Clustering, Generative Latent Variable Models, Variational Auto-Encoders

**Jingjing Chen**, Fudan University, Shanghai, China  
Video content recognition (feature extraction, deep learning approaches, etc.), Video summarization, Image classification/retrieval, Image/video copy detection, Image/video benchmark datasets

**Mou Chen**, Nanjing University of Aeronautics and Astronautics, Nanjing, China  
Nonlinear system control, Adaptive neural control and application, flight control and robotics

**Zhenghua Chen**, A*STAR Research Entities, Singapore, Singapore  
Sensory data analytics, Machine learning, Deep learning, Transfer learning

**Jun Cheng**, Chinese Academy of Sciences Shenzhen Institutes of Advanced Technology, Shenzhen, China  
• object recognition, • human action recognition, • human computer interaction, • active vision, • intelligent robot

**Long Cheng**, Chinese Academy of Sciences Institute of Automation, Beijing, China
The stability analysis of recurrent neural networks, Neural network methods for solving optimization problems, Neural-network based adaptive control and decision making, 

**Yongqiang Cheng**, University of Hull, Hull, United Kingdom

Artificial intelligence, machine learning, medical image processing, recurrent neural network, adversarial learning, reinforcement learning and graph learning, control theory and applications, robotics and autonomous navigation, time series signal filtering and processing, smart systems and digital health, wireless sensor networks, data fusion/consensus.

**Yuhua Cheng**, University of Electronic Science and Technology of China, Chengdu, Sichuan, China

Artificial intelligence Analysis of network dynamics Computational neuroscience Control Information theory Machine learning Signal processing

**Yiu-ming Cheung**, Hong Kong Baptist University, Department of Computer Science, Hong Kong, Hong Kong

Clustering Analysis, Feature Weighting, Imbalanced Data Learning, Neural Networks, Object Tracking, Face Recognition, Watermarking, Multi-objective Optimization

**Yansong Chua**, Huawei, Central Research Institute, Data Center Technology Lab, Shenzhen, Guangdong, China

Neuromorphic computing, spiking neural networks, brain inspired computing, computational neuroscience, brain simulation

**Gianluigi Ciocca**, University of Milan-Bicocca, Milano, Italy

Computer Vision, Deep Learning, Object recognition (Attention models for object detection, Object attributes), Action and Behavior Recognition (2D action recognition, 3D action recognition), Video analysis and Understanding (Video segmentation, Video summarization, Video representations), Scene Analysis and Understanding (Semantic segmentation, Multi-task learning), Image and Video Retrieval (Cross-modal retrieval, Image matching, Similarity search, Video retrieval), Image Classification (Unsupervised image classification, Hierarchical image classification, Fine-grained image classification), Datasets and evaluation (Synthetic datasets),

**Carmela Comito**, National Research Council of Italy, Naples, Italy

Artificial Intelligence, Data Mining, Information Retrieval, Neural Networks, Machine Learning, Mobility mining, Social Networks analysis and mining, Big data analytics, Health Informatics, Deep learning and machine learning, Intelligent forecasting, Intelligent diagnostics, Pattern recognition, Prediction Models, Recent research activities, Event detection from tweet streams, Trajectory pattern mining, Word Embedding based Clustering to Detect Topics in Social Media, Next-place prediction from Social Networks, Recommendation systems, Health-related topic identification and sentiment analysis from Social Networks, Influenza Forecasting with Web-Based Social Data, Diagnosis prediction based on patient symptoms similarity using word embedding, Clinical decision support for automatic disease diagnoses, Fake news detection, Misinformation Analysis,

**Runmin Cong**, Beijing Jiaotong University, Beijing, China

Computer Vision and Artificial Intelligence, Attention Perception and Salience Computation, Interpretation and Analysis of Remote Sensing Image, Visual Content Understanding and Application,

**Vincenzo Conti**, Kore University of Enna, Enna, Italy


**Claudio Cusano**, University of Pavia, Department of Electrical, Computer and Biomedical Engineering, Pavia, Italy

Computer vision, Pattern recognition, Machine learning, Computational photography

**Jianhua Dai**, Hunan Normal University, Changsha, China

Machine learning, Recurrent neural networks, Big data analytics, Fuzzy clustering, Granular computing

**Swagatam Das**, Indian Statistical Institute Electronics and Communication Sciences Unit, Kolkata, India

Swarm and evolutionary computing techniques, Evolutionary clustering and feature selection, Dynamical systems and chaos, Interplay of machine learning techniques with evolutionary optimization

**Cheng Deng**, Xidian University School of Mechano-Electronic Engineering, Xian, China

Computer vision, action recognition, image classification (multi-class and multi-label), Deep learning and its applications, Machine learning, multi-view learning and multi-task learning, Information hiding, robust watermarking, reversible watermarking, and image forensics,

**Zhaohong Deng**, Jiangnan University, Wuxi, Jiangsu, China

Fuzzy neural networks and fuzzy logic systems, Fuzzy clustering, Transfer learning, Feature extraction,

**Giovanna Maria Dimitri**, University of Siena, Siena, Italy

Deep Learning, Machine Learning, Computer Vision,

**Derui Ding**, Swinburne University of Technology School of Software and Electrical Engineering, Melbourne, Victoria, Australia

Weiping Ding, Nantong University, School of Information Science and Technology, Nantong, China
Neural networks, Machine learning for human-centred computing, Co-evolutionary algorithm, Quantum-inspired evolutionary algorithm, Rough set theory, Big data optimization and analysis, Medical images analysis,

Juan P. Domínguez-Morales, University of Seville, Department of Architecture and Computer Technology, Sevilla, Spain
Spiking neural networks, Audio processing, Neuromorphic engineering, Machine learning and deep learning 7Bio-inspired systems, eHealth applications,

Hongli Dong, Northeast Petroleum University, Daqing, China
Network based control systems, Robust control and filtering, Fault detection and diagnosis, Distributed filtering over sensor networks, Stochastic nonlinear systems,

Yongsheng Dong, Henan University of Technology, School of Information Engineering, Luoyang, China
• Generative Adversarial Networks • Meta Learning • Statistical Learning • Clustering • Ensemble Learning

Bo Du, Wuhan University School of Computer Science, Wuhan, China
Hyperspectral image processing, Hyperspectral target detection, Hyperspectral classification, Remote sensing image processing, Object detection from high resolution remote sensing image, Scene analysis from high resolution remote sensing image, Remote sensing image classification, Biomedical image processing, Biomedical image segmentation video data analysis, Video tracking, Deep learning, Deep learning for visual data, Deep learning for biomedical data, Deep learning for remote sensing data active learning, Active learning for visual data, Transfer learning, Transfer learning for visual data, Transfer learning for remote sensing data, Social networks analysis, Intelligent transport

Shukai Duan, Southwest University, Chongqing, China
(i) neuromorphic architectures, (ii) biological neural network modelling, (iii) emulation hardware architectures of Neurocomputing, (iv) Memristor and memristive systems, (v) circuit design and analysis, vichaos, chaotic neural network.

Witali Dunin-Barkowski, Russian Academy of Sciences, Moskva, Russian Federation
Neuroinformatics and theoretical and experimental biophysics of nervous system, Respiratory pattern generator, cerebellar learning, Purkinje cells, Hebbian learning,

Bin Fan, Chinese Academy of Sciences, Beijing, China
Feature extraction, Feature detection, Feature description, Image matching, Image classification, SLAM, 3D vision, Camera pose estimation, Biologically inspired vision

Leyuan Fang, Hunan University, Changsha, China
• Deep Learning, • Sparse Representation, • Medical Image Restoration, • Medical imaging, • Image segmentation, • Image Classification

Wei Feng, Tianjin University, Tianjin, China
Active robotic vision (camera relocalization, lighting estimation, 3D perception, visual SLAM, change detection); visual object tracking, detection and segmentation (deep learning based tracking & detection, correlation filters, Markov random fields); pattern recognition & learning theory.

Grazziela Figueredo, University of Nottingham, Nottingham, United Kingdom
Machine Learning, Pattern Recognition, Big Data, Big Data Streams, Instance Selection, Dynamic Selection of Classifiers, Interdisciplinary topics with AI, Genetic Algorithms, Bio-inspired computation, Artificial Immune Systems,

Mariacristina Gallo, University of Salerno, Fisciano, Italy
Big Data, Soft Computing, Semantic Web, Social Media Analytics, Fuzzy logic, Natural Language Processing, Data & Text Mining,

Chuang Gan, MIT-IBM Watson AI Lab, Cambridge, Massachusetts, United States of America
Action recognition, Action localization, Zero-shot learning, Audio-visual learning, Image/video caption, Visual question answering (VQA),

Chao Gao, Northwestern Polytechnical University, Xian, China
social networks, graph neural network, community detection, human interaction, modeling behavaiors, network clustering, influence maximization, information diffusion, network embedding, agent-based modeling, multi-agent systems

Shenghua Gao, ShanghaiTech University, Shanghai, China
Crowd counting, Video anomaly detection, 360 video understanding, 3D scene reconstruction,

Xinbo Gao, Xidian University, Xian, China
Subspace learning, Cluster analysis, Image quality assessment, Pattern recognition, Watermarking,

Vicente García Díaz, University of Oviedo, Oviedo, Spain
NLP, Computer human dialogue systems, Question answering, Biomedical text mining, Information extraction techniques, Natural language understanding, Summarization, Uncertainty in AI, Self-learning systems, Knowledge representation, Knowledge reasoning,

Giorgio Stefano Gnecco, IMT School for Advanced Studies, AXES Research Unit, Lucca, Italy
Supervised learning, Recommendation systems, Neural networks, Infinite dimensional optimization, Statistical learning theory, Mathematics of machine learning,

Manuel Graña, University of the Basque Country, Faculty of Computer Science, San Sebastian, Spain
Reinforcement learning, Multi agent reinforcement learning, Hyperspectral image processing and analysis, Medical image processing and analysis (general), Brain image processing, Brain networks, Neurodegenerative disease biomarkers from images, Magnetic resonance imaging segmentation and analysis, Computer aided diagnosis, Lattice computing, Lattice theory based algorithms, Self-organizing maps, Artificial neural networks, Face recognition, Multi-robot systems, Social computing, Subconscious social intelligence,

Xiaowei Gu, University of Kent, Canterbury, United Kingdom
Computer vision, Image classification, Semi-supervised learning, Fuzzy learning,

Ziyu Guan, Northwest University, Xian, China
Manifold learning, Deep learning, Social media and social networks, Recommender systems

Jie Gui, Southeast University, Nanjing, China
Generative adversarial networks, Self-supervised learning, Hashing, Dimensionality reduction, Sparse learning, Semi-supervised learning, Multi-view learning, Classification,

Rodrigo Guido, Sao Paulo State University Institute of Biosciences Languages and Exact Sciences, SAO JOSE DO RIO PRETO, Brazil
Wavelets, digital signal processing, electronics

Frederico Guimarães, Federal University of Minas Gerais, Department of Electrical Engineering, Belo Horizonte, Brazil
Artificial intelligence, Deep learning, Machine learning, Fuzzy systems, Genetic algorithms, Optimization, Time series forecasting,

Petr Hajek, University of Pardubice, Pardubice, Czechia
Deep learning, Decision support system, Knowledge-based system, Fuzzy system, Sentiment analysis, Financial market, Time series forecasting,

Barbara Hammer, Bielefeld University, Bielefeld, Germany
SOMs, LVQ, Learning theory, Bioinformatics, Recurrent neural networks,

Junwei Han, Northwestern Polytechnical University, Xian, China

Shengfeng He, South China University of Technology School of Computer Science and Engineering, Guangzhou, China
Computer vision, Image processing, Deep learning, Computer graphics,

Wei He, University of Science and Technology Beijing, Beijing, China
Neural Networks, Adaptive Control, Nonlinear System, Robot, Distributed Parameter System

Romain Herault, Normandie Univ, UniRouen, UniHavre, INSA Rouen, LITIS, Saint-Étienne-du-Rouvray, France
Dimension reduction, Kernel method, Deep learning, Transfert learning, Machine learning applied to signal processing

Xia Hong, University of Reading, Reading, United Kingdom
Neural networks and learning systems, Artificial intelligence, Pattern recognition, Information theory, Machine learning, Signal processing, Control, Optimization, Forecasting,

Chenping Hou, National University of Defense Technology, Changsha, China
Dimensionality reduction/manifold learning Feature selection Clustering algorithm Multi-view learning Multi-label learning Robust learning

Bin Hu, Huazhong University of Science and Technology, Wuhan, Hubei, China
Neural network, Artificial intelligence, Complex network and spatiotemporal dynamics, Hybrid dynamical system

Bingliang Hu, Chinese Academy of Sciences, Beijing, China
Hyperspectral imaging and highorder data processing

Jun Hu, Harbin University of Science and Technology, Haerbin, China
Biological neural network modeling, Analysis of the network dynamics, Computational learning theory, Information theory, Signal processing, Network-based control, Robotics and optimization

Ting Hu, Queen's University, Kingston, Ontario, Canada
Evolutionary computing, Interpretable Machine Learning, Explainable Artificial Intelligence, Complex Networks, Bioinformatics, Computational Biology,

Guang Bin Huang, Nanyang Technological University, Singapore, Singapore
ELM, RBF, MLPs, SVM
He Huang, Soochow University, Suzhou, China  
Kaizhu Huang, Xi’an Jiaotong-Liverpool University, Department of Electrical and Electronic Engineering, Suzhou, China  
Pattern recognition, Machine learning, Character recognition, Text detection, Deep learning  
Qinghua Huang, Northwestern Polytechnical University, Xian, China  
Medical image analysis (based on machine learning), Computer-aided diagnosis,  
Adriano Lorena I. de Oliveira, Federal University of Pernambuco, RECIFE, Brazil  
Data streams, Concept drift, Ensembles of classifiers, Time series forecasting, Deep learning, Swarm intelligence algorithms, Financial forecasting, Software effort estimation, Handwritten signature verification,  
Bin Jiang, Nanjing University of Aeronautics and Astronautics College of Automation Engineering, Nanjing, China  
Intelligent fault diagnosis and fault tolerant control, Neural network, Kalman filter, Data-driven method and their applications in aircraft, High-speed trains,  
Zhaojie Ju, University of Portsmouth, Portsmouth, United Kingdom  
Machine learning and pattern recognition, Multimodal human motion analysis, Dexterous multifingered robotic and prosthetic hand control, Humanoid robot motion learning and planning,  
Intelligent human-robot/computer interaction  
Hamid Reza Karimi, Polytechnic of Milan, Milano, Italy  
Theoretical contributions of neural/wavelet networks, Fuzzy logic, Genetic algorithms, Analysis of network dynamics, Biological neural network modeling, Applications in control, robotics, optimization,  
Farrukh Aslam Khan, King Saud University, Riyadh, Saudi Arabia  
Machine & deep learning, Cyber security, Computer networks, Recommender systems,  
Fouad Khelifi, Northumbria University, Newcastle Upon Tyne, United Kingdom  
Video analytics, Computer vision, Image hiding,  
Abbas Khosravi, Deakin University, Burwood, Victoria, Australia  
Deep learning, Trusted AI, Uncertainty quantification, Neural architecture search, Evolutionary algorithms, Explainable AI,  
Bahare Kiumarsi, Michigan State University, East Lansing, Michigan, United States of America  
Reinforcement learning for control, Cooperative control of multi-agent systems, Neural network for control, Approximate dynamic programming, Data-driven learning for control  
Hak-Keung Lam, King's College London, London, United Kingdom  
Intelligent control, Fuzzy control,  
Jianjun Lei, Tianjin University, Tianjin, China  
Deep learning, Sketch-based image retrieval, Saliency detection, Pedestrian detection, Video coding, 3D image/video processing and quality assessment, Image super-resolution, Person re-identification,  
Zhen Lei, Chinese Academy of Sciences, Beijing, China  
Face related analysis, Detection and recognition, Biometrics object detection and recognition, Object tracking  
Bing Li, Chinese Academy of Sciences, Beijing, China  
Multi-Instance Learning, Visual Saliency, Image/video Understanding, Color Vision, Sparse Coding, Intelligent Vehicle System  
Chongyi Li, Nanyang Technological University, Singapore, Singapore  
Computer vision, Deep learning, Image restoration and enhancement, Video restoration and enhancement,  
Hongsheng Li, The Chinese University of Hong Kong, Hong Kong, China  
Computer vision, Machine learning, Deep learning, GAN, Medical image analysis,  
Kang Li, Queen's University Belfast, Belfast, United Kingdom  
Construction and learning methods for neural networks, especially RBF, MLP, and Kernel methods, and neural network modeling and identification of nonlinear systems  
Piji Li, Tencent AI Lab, Shenzhen, China  
Natural Language Processing, Text Mining, Dialogue systems, Language generation, Summarization,  
Xiaoli Li, State Key Laboratory of Cognitive Neuroscience and Learning, Beijing, China  
Intelligent monitoring system, Neural signal processing (neurocomputing), Neural engineering (design of EEG device, FNIRS device, neurofeedback, tDCS, TMS, focus ultrasound stimulation), Engineering for brain disorder, epilepsy, autism, ADHD, AD and disorder of consciousness,  
Yongmin Li, Brunel University London, London, United Kingdom
• Computer vision,  • image processing,  • video analysis,  • medical imaging,  • bio-imaging,  
• machine learning,  • pattern recognition,  • automatic control  • nonlinear filtering

**Yunpeng Li**, University of Surrey, Guildford, United Kingdom
Bayesian deep learning, Statistical machine learning, High-dimensional data analysis (time-series prediction), Bayesian methods/causal inference/explainable AI, Generative adversarial networks, ,

**Zhifeng Li**, Tencent AI Lab Beijing, Beijing, China
Deep Learning, Computer Vision and Pattern Recognition, Face Detection and Analysis

**Jinling Liang**, Southeast University School of Mathematics, Nanjing, China
Neural networks, Two-dimensional systems, Boolean networks, Complex dynamics, Stochastic analysis.

**Chenghua Lin**, The University of Sheffield, Sheffield, United Kingdom
Natural language processing, Natural language generation, Machine learning, Sentiment analysis, Topic modelling, Text mining, Summarization, Dialogue systems

**Chenchen Liu**, Clarkson University, Potsdam, New York, United States of America
High performance computing system neuromorphic computing and system security, Hardware/software co-design for dnn acceleration mobile and IoT system security enhancement novel nonvolatile memory, Digital circuit, CMOS VLSI, FPGA design

**Fiona Yan Liu**, The Hong Kong Polytechnic University, Hong Kong, Hong Kong
Brain imaging, EEG data analysis, EEG data generation, EEG data editing, EEG data augmentation, Multimodal data analysis, incomplete data analysis, imbalance data analysis, Affective computing, music emotion analysis, music therapy for anxiety, music therapy for depression, Developmental robotics, implicit learning, diffusion model, developmental chatbot, Computer music, algorithmic composition, machine composition, music style transfer, artificial intelligence art, ,

**Jun Liu**, Singapore University of Technology and Design, Singapore, Singapore
Computer Vision, Video Analysis, Action Recognition, Pose Estimation, ,

**Junxiu Liu**, Ulster University School of Computing Engineering and Intelligent Systems, Magee, United Kingdom
Spiking neural networks, Biological neural network modelling, Learning algorithms, Hardware architectures and neuromorphic systems, Neural network applications

**Qi Liu**, University of Science and Technology of China, Hefei, Anhui, China
Data Science, Data Mining, Machine Learning, Recommender Systems, Social Network Analysis, Intelligent Education, Cognitive, Diagnosis, Knowledge Tracing, Educational Big Data, Computer-Assisted Testing, Context-aware data mining, ,

**Shenglan Liu**, Dalian University of Technology, Dalian, China
• Manifold learning,  • Information retrieval,  • Multimodal human action learning

**Yonghuai Liu**, Edge Hill University, Department of Computer Science, Ormskirk, United Kingdom
3D computer vision, Geometric modelling, Feature extraction and matching, Image enhancement, Noise removal, Image processing, Pattern classification and recognition, Data clustering, Video frame analysis and storage, and machine learning

**Yurong Liu**, Yangzhou University, Yangzhou, China
Dynamics analysis of all kinds of neural networks, Dynamics analysis of all kinds of complex networks, Control and filtering problems using neural networks, Optimization problems using neural networks, ,

**Zhi-Yong Liu**, Chinese Academy of Sciences, Beijing, China
Combinatorial optimization, graph matching and energy minimization in machine learning and computer vision, Subspace model, Independent component analysis (ICA), Principal component analysis (PCA), Clustering and manifold learning, ,

**Zhiyuan Liu**, Tsinghua University, Beijing, China
Knowledge graph, Natural language processing, Representation learning, Neural networks, ,

**Andrea Loddo**, University of Cagliari, Cagliari, Italy
Computer Vision, Machine Learning, Deep Learning, Image Processing, Image Segmentation, Image Classification, Image Retrieval, Object Detection, Medical Image Analysis, Microscopic Image Analysis, Blood Cell Image Analysis, Re-Id

**Ana Carolina Lorena**, Technological Institute of Aviation, SAO JOSE DOS CAMPOS, Brazil
Machine Learning, Meta-learning, Classification, Regression, Clustering, ,

**Shijian Lu**, Nanyang Technological University College of Engineering, Singapore, Singapore
OCR, object detection, object recognition, scene text detection and recognition, Image synthesis, GAN based image composition, Image analysis, document image analysis and recognition, Aerial image analytics, object detection and scene segmentation in satellite images

**Wei Lu**, Singapore University of Technology and Design, Singapore, Singapore
NLP: natural language semantics (in a broad sense) and fundamental problems related to structured prediction
Xuequan Lu, Deakin University School of Information Technology - Burwood Campus, Burwood, Australia
Visual Data Computing, Geometry processing/analysis, Computer graphics, VR/AR, Animation, Face computing, Interdisciplinary digital manufacturing and Health computing,

Zhenyu Lu, Nanjing University of Information Science and Technology, Nanjing, China
Artificial intelligence, Intelligent control, Evolutionary Learning, Metric Learning, Multimodal Learning

Biao Luo, Central South University School of Information Science and Engineering, Changsha, China
• Reinforcement Learning, • Adaptive Dynamic Programming, • Data-based Control, • Distributed Parameters Systems, • Neural Network Control

Xin Luo, Chinese Academy of Sciences Chongqing Institute of Green and Intelligent Technology, Chongqing, China
Neural Networks, Recommender Systems, Regularization, Latent Factor Analysis, Sparse Matrix Analysis, Sparse Representation, Tensor Factorization, Clustering

Biao Luo, Central South University School of Information Science and Engineering, Changsha, China
• Reinforcement Learning, • Adaptive Dynamic Programming, • Data-based Control, • Distributed Parameters Systems, • Neural Network Control

Jiayi Ma, Wuhan University, Wuhan, China

Zhanyu Ma, Beijing University of Posts and Telecommunications, Beijing, China
Pattern recognition, Machine learning, (non-Gaussian) statistical modeling, Big data analysis, Speech and image processing, Computer vision, Bioinformatics

Danilo Maccio, Consiglio Nazionale delle Ricerche (CNR), Approximate dynamic programming, Reinforcement learning, Deterministic learning, Extreme learning machines, Data-driven learning, Ensemble learning,

Angshul Majumdar, Indraprastha Institute of Information Technology Delhi, New Delhi, India
Smart grid, Dictionary learning, Inverse problems, Compressed sensing, Recommender systems/collaborative filtering

Gaofeng Meng, Chinese Academy of Sciences, Beijing, China
Image enhancement, including image dehazing, image super-resolution,Hdr image tone-mapping, Image restoration, including image deblurring, image decomposition, image reconstruction, Image quality assessment, Document image analysis and recognition, including document image rectification, illumination estimation,

Seyedali Mirjalili, Torrens University Australia, Centre for Artificial Intelligence Research and Optimization, Fortitude Valley, Australia
Computational intelligence, Neural network, Evolutionary algorithm, Optimization, Robust optimization, Engineering optimization,

Tingting Mu, University of Liverpool, Liverpool, United Kingdom
Machine learning, Pattern recognition, Genetic algorithms, Computer vision, Biological neural network modeling,

Yadong Mu, Peking University Wangxuan Institute of Computer Technology, Beijing, China
Video classification, Action recognition, Human pose estimation, Image hashing,

Anirbit Mukherjee, The University of Manchester, Manchester, United Kingdom
Deep learning theory, Deep neural networks, Sparse coding and autoencoders, Physics informed machine learning, Deep operator networks, Stochastic optimization theory,

Jing Na, Kunming University of Science and Technology, Kunming, China
Neural network based observer design, System identification with neural network, Adaptive control with neural network, Adaptive parameter estimation, Approximate/adaptive dynamic programming (ADP), Neural based optimization and application, nonlinear control and application (including robotics and servo mechanisms), Active suspension and application, Modeling and control for vehicle systems (including engines)

Paolo Napoletano, University of Milan-Bicocca, Department of Informatics Systems and Communication, Milano, Italy
Signal, image and video analysis and understanding, multimedia information processing and management and machine learning for multi-modal data classification and understanding.

Nicolò Navarin, University of Padua, Padova, Italy
Machine Learning on structured data, Kernel methods, Artificial Neural Networks, Statistical learning theory, Online learning, Machine learning for Bioinformatics, Business process mining, Remote sensing,

Robert Newcomb, University of Maryland, College Park, Maryland, United States of America
Analog VLSI, Bio-medical engineering, Circuit and systems theory, Micro-systems, Biologically motivated neural networks, Robotics

Thien H. Nguyen, University of Oregon, Department of Computer and Information Science, Eugene, Oregon, United States of America
Information Extraction, Natural Language Processing, Deep Learning, Machine Learning, Graph Representation Learning

Yugang Niu, East China University of Science and Technology, Shanghai, China
Estimation and filtering; Neural networks; Stochastic systems; Networked control systems

Luca Oneto, University of Genoa, Department of Computer Science Bioengineering Robotics and Systems Engineering, Genova, Italy
Classification, Regression, Model selection, Error estimation, Learning theory, Statistical learning, Kernel methods, Multitask learning, Fairness, Differential privacy, Railway transportation systems, Naval transportation systems, Human activity recognition, Extreme learning machines, Random forests, Ensemble methods

Felipe Orihuela-Espina, University of Birmingham, Birmingham, United Kingdom
fNIRS Neuroimaging, Optical neuroimaging, Diffuse Optical Imaging, Data analysis and interpretation, Topological and, Manifold based analysis, (classic) Statistical analysis, Causal analysis, Knowledge representation,

Weike Pan, Shenzhen University, Shenzhen, China
recommender systems, collaborative filtering, personalization, recommendation, transfer learning, deep learning, domain adaptation, matrix factorization

Nikolaos Passalis, Aristotle University of Thessaloniki School of Informatics, Thessaloniki, Greece
Lightweight deep learning, Neural network distillation, Knowledge transfer, Representation learning, Deep learning, Deep reinforcement learning, Information retrieval, Neuromorphic photonics,

Fernando Perez-Pena, University of Cadiz, Cadiz, Spain
Motor control, Neuromorphic engineering, Spiking neural networks, Neurorobotics, FPGA, Central Pattern Generator, Neuromorphic computation,

Caroline Petitjean, Rouen University, Mont St Aignan, France
Machine learning, Deep learning and their applications to computer vision, Medical image analysis (image segmentation, classification, detection, prediction modeling),

Soujanya Poria, Singapore University of Technology and Design, Singapore, Singapore
Natural language processing, Emotion recognition in conversations (ERC), Infusing commonsense into deep learning systems, Question answering using knowledge bases and commonsense, Argumentation mining, Sarcasm detection, Sentiment analysis, Personalized, empathetic dialogue generation, Multimodal machine learning,

Jiahu Qin, University of Science and Technology of China, Hefei, Anhui, China
Coordination and cooperation in multi-agent systems, Complex dynamical networks (with application to social/biological networks, power systems, and autonomous robots), Networked control systems,

Tao Qin, Microsoft Research Asia, Beijing, China
Deep learning, Neural machine translation, Language modeling, Text summarization, Sentiment analysis, Text to speech synthesis, Machine reading comprehension

Jianbin Qiu, Harbin Institute of Technology, Haerbin, China
Intelligent and hybrid control and systems, Fuzzy systems and optimization, Networked control systems, Signal processing,

Roozbeh Razavi-Far, University of Windsor, Windsor, Ontario, Canada
Machine Learning, Data Science, Big Data Analytics, Intelligent Systems, Cyber-Physical Systems, and Cybersecurity

Luca Romeo, University of Macerata, Macerata, Italy
sparse learning, kernel methods, multi-task learning, multiple instance learning, sequential learning, affective computing, electronic health record

Sriparna Sahais, Indian Institute of Technology Patna, Patna, India
Machine Learning, Deep Learning, Natural Language Processing, Text Mining, Bioinformatics, Multiobjective optimization, Biomedical information extraction,

Rathinasamy Sakthivel, Bharathiar University, Coimbatore, India
Neural networks, Stability, Switching systems, Control and systems theory, Soft computing techniques

Marcello Sanguineti, University of Genoa, Department of Computer Science Bioengineering Robotics and Systems Engineering, Genova, Italy
Foundations of neural computation, Learning, Analysis of algorithms, Applications, optimization over graphs and networks, infinite-dimensional programming

**Mika Sato-Ilic**, University of Tsukuba, Tsukuba, Japan
Clustering, Data Analysis, Machine Learning, Principal component analysis

**Caifeng Shan**, Shandong University of Science and Technology, Qingdao, China
Computer Vision, Pattern Recognition, Medical Image Analysis, Machine Learning

**Bo Shen**, University of Duisburg-Essen, Duisburg, Germany
Analysis of network dynamics, Biomedical signal processing, Neural networks, Theories of learning, Machine learning, Computational learning theory, Fuzzy logic, Artificial intelligence, Pattern recognition, Genetic algorithms, Information theory, and applications in fields of signal processing, control and optimization

**Liquan Shen**, Shanghai University, Shanghai, China
• Image/Video Quality Assessment, • Video Coding, • 3DTV, • Saliency Model

**Wei Shen**, Johns Hopkins University, Baltimore, Maryland, United States of America
• Deep learning • Computer vision • Biomedical image analysis, • image recognition, • object detection, • semantic segmentation, • edge detection • random forests

**Weiguo Sheng**, Hangzhou Normal University, Hangzhou, China
Evolutionary computation (including algorithm model, design, analysis and applications), Unsupervised learning (data clustering, clustering model, clustering criteria, similarity measure etc.)

**Shohei Shimizu**, Shiga University, Faculty of Data Science Graduate School of Data Science, Hikone, Japan
Fields of specialization - Causal discovery, Causal structure learning, Machine learning, ,

**Rodrigo G. F. Soares**, Federal Rural University of Pernambuco, RECIFE, Brazil
Machine Learning, Ensemble learning, Semi-supervised learning, Stream learning, Neural Networks, Clustering, Evolutionary computation

**Dongjin Song**, University of Connecticut, Storrs, Connecticut, United States of America
Machine Learning, Data Mining, Time Series Analysis (e.g., forecasting, classification, anomaly detection, etc.), Graph Mining, Graph Neural Network, Federated Learning.

**Mingli Song**, Zhejiang University Library, Hangzhou, China

**Qiankun Song**, Chongqing Jiaotong University, Chongqing, China

**Ponnuthurai Nagaratnam Suganthan**, Qatar University KINDI Center for Computing Research, Doha, Qatar
Randomised feed forward neural nets (rfl, elm, kernel elm, etc.), Kernel ridge regression, Random forest, Ensemble classifiers, Time series forecasting,

**Aixin Sun**, Nanyang Technological University, Singapore, Singapore
Text classification, Information retrieval, Information extraction, Named entity recognition and linking

**Shiliang Sun**, East China Normal University, Shanghai, China
Statistical learning theory, Bayesian nonparametric learning, Variational inference, Support vector machines and kernel methods, Sequential data modeling, Multitask and transfer learning, Semi-supervised and active learning, Multi-view learning,

**Yang Tang**, East China University of Science and Technology, Shanghai, China
Neural networks, Control, Synchronization, Consensus, Evolutionary algorithms, Complex networks, Optimization, Computational neuroscience, Dynamical systems

**Mohammad Tanveer**, Indian Institute of Technology Indore, Indore, India
Support vector machines (SVM), Twin SVM, Ensemble learning, Randomized neural networks, Deep learning, Optimization, Neuroimaging,

**Zhiqiang Tao**, Santa Clara University, Santa Clara, California, United States of America
Machine Learning, Data Mining, Computer Vision, Graph Neural Networks, Unsupervised Deep Feature Learning, Autoencoders, Ensemble Clustering, Multi-View Learning, Sequence Learning, AutoML, Hyperparameter Optimization, Image Segmentation and Clustering, Document Clustering, Video Action Prediction and Grouping, User Modeling,

**Yingjie Tian**, University of Chinese Academy of Sciences, School of Economics and Management, Haidian, Beijing, China
Machine learning, Support vector machines, Deep learning, Transfer learning, Metric learning, Kernel methods, Pattern recognition, Semi-supervised learning

**Radu Timofte**, ETH Zurich, Zurich, Switzerland
Learned compression, Visual domain translation, Computational photography, Augmented perception,

**Isaac Triguero**, University of Nottingham Computational Optimisation and Learning Lab, Nottingham, United Kingdom
Big data, Data reduction, Semi-supervised learning, Imbalanced classification, Citizen science, Astroinformatics, Evolutionary algorithms, Instance selection, Feature selection

**Zhaopeng Tu**, Tencent AI Lab, Shenzhen, China
Deep learning for natural language processing (NLP): neural machine translation, and Seq2Seq learning for other NLP tasks, such as dialogue and question answering

**Kyriakos Vamvoudakis**, Georgia Institute of Technology, Atlanta, Georgia, United States of America
Reinforcement learning for control, Cyber-physical systems and security, Control theory, Autonomy

**Elena Verdú**, Universidad de Vigo, Spain
Deep learning for NLP, Cognitive NLP, Learning Analytics, Deep learning for speech processing, Deep learning for Computer vision,

**Renato Vimieiro**, Federal University of Minas Gerais, Belo Horizonte, Minas Gerais, Brazil
Exceptional model mining, Subgroup discovery, Survival/Time-to-event analysis, Text classification, Authorship attribution, Clustering methods, Classification methods, Biodata mining,

**Chi Man Vong**, University of Macau, Taipa, Macao

**Ding Wang**, Chinese Academy of Sciences, Beijing, China
Training of neural networks, Reinforcement learning, Neural network control, Intelligent control and systems, Optimization and optimal control,

**Jie Wang**, University of Science and Technology of China, Hefei, Anhui, China
Large-scale optimization, Sparse learning, Stochastic optimization, Deep learning, Natural language processing

**Jin-Liang Wang**, Tiangong University, Tianjin, China

**Li Wang**, The University of North Carolina at Chapel Hill, Chapel Hill, North Carolina, United States of America
Medical imaging, Image segmentation, Image registration, Cortical surface analysis, Machine learning, and their applications on normal early brain development and disorders

**Qi Wang**, Northwestern Polytechnical University, Xian, China
Computer vision, Pattern recognition, Machine learning methods and their related applications particularly in video surveillance, Intelligent transportation system, Remote sensing and multimedia analysis

**Ruili Wang**, Massey University - Auckland Campus, Albany, New Zealand
Deep learning and its application in image/video processing and speech processing

**Ruiping Wang**, Chinese Academy of Sciences, Beijing, China
Face image analysis, Image retrieval, Object recognition, Object detection, Manifold learning, Metric learning, Kernel learning, Deep learning.

**Su-Jing Wang**, Chinese Academy of Sciences, Beijing, China
Manifold learning, Tensor analysis, Sparse representation, and texture extraction. I am also interested in applying them to recognizing micro-expression, facial expression, face

**Suhang Wang**, The Pennsylvania State University, University Park, Pennsylvania, United States of America
Network mining, Data mining, Social media mining, Deep generative models, Adversarial machine learning

**Wenguan Wang**, Zhejiang University, Hangzhou, China
Computer vision and deep learning, Image/video segmentation, salient object detection, object tracking, visual and neural attention, scene parsing, embodied AI

**Xiwei Wang**, Northeastern Illinois University, Chicago, Illinois, United States of America
Recommender systems, Data privacy, Data mining, and Machine learning

**Yan-Wu Wang**, Huazhong University of Science and Technology, Wuhan, Hubei, China
Impulsive control, Event-triggering control, Cooperative control, Networked control, Switched system, Multi-agent system, Time-delay system, Neural network, Smart grid, Stability,

**Yisen Wang**, Peking University, Beijing, China
Adversarial machine learning, Graph learning, Weakly supervised learning, Self-supervised learning,

**Zhen Wang**, Northwestern Polytechnical University, Xian, China
Image/video retrieval and annotation, Video content analysis, Human action recognition, Facial expression recognition, Multimedia content analysis, Affective computing,

**Qingsong Wen**, Alibaba Group (U.S.) Inc, DAMO Academy, Bellevue, Washington, United States of America
Time Series Analysis, Anomaly Detection, Business Intelligence, AIOps, Signal Processing

**Wujie Wen**, Florida International University, Miami, Florida, United States of America

Algorithm/architecture design for brain inspired computing, Energy-efficient deep neural network accelerators in FPGA/ASIC, Neural network security, Neuromorphic computing based on emerging technologies,

Jelmer M. Wolterink, University Twente, Faculty of Electrical Engineering Mathematics and Computer Science, Enschede, Netherlands

Medical image analysis, CT, MRI, Graph neural networks, Geometric deep learning, Generative adversarial networks.

Calvin Wong, The Hong Kong Polytechnic University, Hong Kong, Hong Kong

Learning theories and methods, Neural network modelling, Artificial intelligence, Fuzzy logic, Evolutionary algorithms, Machine learning, Pattern recognition, Feature extraction

Baoyuan Wu, Shenzhen Research Institute of Big Data, China

Adversarial examples, Backdoor learning, Federated learning, Image annotation, Visual relationship generation, Facial emotion recognition, Video object segmentation, Video summarization, Deep model compression, Multi-label learning, Probabilistic graphical models, Integer programming, Large-scale optimization,

Di Wu, Southwest University, Chongqing, China

Machine Learning, Feature Selection, Neural Networks, Graph Computing

Fangxiang Wu, University of Saskatchewan, Saskatoon, Saskatchewan, Canada

Complex network control, Bionetwork analytics, Brain images and brain networks, Machine learning in bioinformatics, Big biological data analytics, and Nonlinear biodynamic analytics.

Min Wu, Institute for Infocomm Research, Singapore, Singapore

Time-series analytics, Time-series representation learning, Transfer learning for time-series, IIoT applications, deep learning for machine fault diagnosis and prognosis, Healthcare applications, deep learning for EEG and ECG data analysis, Graph data analytics, Graph neural networks, Graph contrastive learning, Graph-based methods for bioinformatics,

Q. M. Jonathan Wu, University of Windsor, Windsor, Ontario, Canada

• Computer vision, • image processing, • neural networks, • deep learning, • pattern recognition

Wei Wu, Chinese Academy of Sciences Institute of Automation, Beijing, China

Biologically-inspired visual model, Biologically-inspired motion model, Biological neural network modelling, Robotics,

Yue Wu, Amazon Lab126, Sunnyvale, California, United States of America

Theoretical studies and applications of multimedia signal (audio/image/video) processing, pattern classification and recognition, deep learning and adversarial learning, especially in fields like deep learning algorithmic primitive, Design, text detection and recognition, face detection and recognition, image forensics and forgery detection, Semantic image segmentation and concept verification, fake news detection, image denoising and enhancement, image encryption, steganography and data hiding, chaotic systems, etc

Chang Xu, The University of Sydney, Sydney, New South Wales, Australia

Multi-label learning, Multi-view learning, Multi-task learning, Transfer learning, Adversarial machine learning

Juanjuan Xu, Shandong University, Jinan, China

Cooperative control of multi-agent systems, Neural network for control, Reinforcement learning, Approximate dynamic programming, Optimal control, adaptive control, active noise control

Min Xu, University of Technology Sydney, Broadway, Australia

• Multimedia content understanding, • indexing and retrieval, • Multimedia affective computing, • Social multimedia

Yong Xu, Guangdong University of Technology, Guangzhou, China

Stability analysis, State estimation and synchronization for neural networks

Zenglin Xu, University of Electronics Science and Technology of China School of Computer Science and Engineering, Chengdu, Sichuan, China

Fields of specialization - Kernel learning, Gaussian process, Deep learning, Tensor analysis, Semi-supervised learning

Bo Yan, Fudan University, Shanghai, China

• Image Restoration • Image Enhancement • Image Retargeting

Pingkun Yan, Northwestern Polytechnical University Center for OPTical IMagery Analysis and Learning, Xi’an, Shaanxi, China

Medical image segmentation and registration, Machine learning in medical imaging, Image processing, Neuroimage analysis,

Yan Yan, Texas State University, Department of Computer Science, San Marcos, Texas, United States of America

Sparse coding, Computer vision, Multimedia, Machine learning, Video analytics

Yan Yan, Xiamen University School of Informatics, Xiamen, China
Pattern recognition, Computer vision, Multi-media (image/video) processing and analysis, Machine learning, Data mining

Chenguang Yang, Swansea University, Swansea, United Kingdom

Guang Yang, Imperial College London, London, United Kingdom
Medical Image Analysis, Data Science, Machine Learning, Deep Learning, AI, Digital Healthcare

Rui Yang, University of Liverpool, Liverpool, United Kingdom
Machine learning, Transfer learning, Neural networks, Deep learning, Artificial intelligence, Data analytics, Domain adaptation, Data driven fault diagnosis, Data driven fault detection, Data driven fault isolation, Fault diagnosis of rotating machinery, Industrial fault diagnosis, Human-computer interaction, Brain-computer interface, Electroencephalogram (EEG) signal classification

Tianbao Yang, The University of Iowa, Iowa City, Iowa, United States of America
large-scale optimization for machine learning, online learning and optimization, randomized algorithms for machine learning, learning from high-dimensional data, big data related topics, and deep learning

Xiaochen Yang, University of Glasgow, Glasgow, United Kingdom
Classification algorithms, metric learning, adversarial robustness, classification, clustering, dimension reduction, Image analysis, few-shot learning, hyperspectral image classification, target detection,

Xinsong Yang, Sichuan University, Chengdu, Sichuan, China
Neural network, Synchonization, Control, Switched systems, Complex networks, Impulsive systems, Multiagent systems

Xuebo Yang, Harbin Institute of Technology, Haerbin, China
Robust control, Adaptive control, Intelligent control, Spacecraft and aircraft, Robot control, Trajectory optimization

Yimin Yang, University at Albany, Albany, New York, United States of America
Statistical learning theory (e.g. Consistency, generalization bounds), Large-scale optimization for machine learning (e.g. Online learning, distributed learning), Multi-task learning, Multiple kernel learning, Metric learning, Low-rank matrix factorization,

Hui Yu, University of Portsmouth, Portsmouth, United Kingdom
Facial analysis and recognition, Visual tracking, human action recognition, Robot vision, 3D reconstruction and recognition, Eye gaze analysis

Jun Yu, Xiamen University, Xiamen, China

Zhu Liang Yu, South China University of Technology School of Automation Science and Engineering, Guangzhou, China
Brain Computer Interfaces, Brain signal processing, Machine learning, biomedical signal processing

Yuan Yuan, Northwestern Polytechnical University, Xian, China
Image Processing, Computer Vision, Remote Sensing Imagery, Hyperspectral Image Analysis, Machine Learning, Neural Networks, Complex Networks

Nianyin Zeng, Fuzhou University, Fuzhou, China
Intelligent Data Analysis (Machine learning, Intelligent algorithm, Bioinformatics, Biomedical image processing, Neural networks), System Modeling (Time-series modeling, System identification, Biomedical modeling and computing, Healthcare information systems), Instrumentation and Measurement (Medical instruments, Power system, Wireless sensor networks)

Zhi-Hui Zhan, South China University of Technology, Guangzhou, China
• Evolutionary Computation (EC); • Evolutionary Algorithm (EA); • Swarm Intelligence (SI); • Particle Swarm Optimization (PSO); • Ant Colony Optimization (ACO); • Genetic Algorithm (GA); • Differential Evolution (DE)
Bin Zhang, University of South Carolina, Department of Mechanical Engineering, Columbia, South Carolina, United States of America
Intelligent systems, Online adaptive and learning systems, Neural and fuzzy systems, Machine learning, Deep learning, Health monitoring and management, Fault detection and isolation, Failure prognosis, and fault tolerant control, Robotics, Mechatronics, Unmanned systems, Electromechanics, Industrial electronics, Dynamic systems, design, modeling, system simulation, Distributed and cooperative systems, Large-scale systems monitoring and control based on information processing and fusion, Smart systems modeling, learning, and adaptation of systems to environment and users,

Haijun H. Zhang, Harbin Institute of Technology Shenzhen School of Computer Science and Technology, Shenzhen, China
Data mining, Clustering/classification, Machine learning, Dimensionality reduction, Document retrieval, Image segmentation/semantics, Recommender systems, Computational advertising

Hongwei Zhang, Harbin Institute of Technology Shenzhen, Shenzhen, China
Cooperative control of multi-agent systems, Neural network for control, Reinforcement learning, Approximate dynamic programming, Optimal control, adaptive control, active noise control,

Huaguang Zhang, Northeastern University, Shenyang, China
Neural network-fuzzy logic, Analysis of network dynamics, Neural network-genetic algorithms,

Jie Zhang, Newcastle University, Newcastle Upon Tyne, United Kingdom
Neural networks for non-linear process modelling and control, Improving the generalisation capability through new training methods and/or combining multiple networks, process monitoring and fault diagnosis, Neuro-fuzzy systems, fuzzy logic, non-linear data dimension reduction (nonlinear PCA), optimal control,

Le Zhang, University of Electronic Science and Technology of China, Chengdu, Sichuan, China
Ensemble learning, Multi-modality learning, Federated learning, Time-series analysis, Neural networks, Person re-identification, Pedestrian detection, Activity recognition/detection, Single and multiple object tracking, Crowd counting, Edge detection, Feature matching, Affect computing, Super-resolution, Age estimation and saliency, Wireless sensing,

Lijun Zhang, Nanjing University, Nanjing, China
Large-scale machine learning and optimization including online learning, bandits, compressive sensing/matrix completion, statistical learning theory, stochastic optimization, and convex optimization, Dimensionality reduction/feature selection, clustering, active learning, and hashing,

Shaoting Zhang, UNC Charlotte, Charlotte, North Carolina, United States of America
Medical Image Analysis, Computer Aided Diagnosis, Segmentation, Deep Learning, Large-scale analysis, Machine Learning

Xianming Zhang, Swinburne University of Technology School of Software and Electrical Engineering, Melbourne, Victoria, Australia
Neural networks with time-delays, Networked control systems, Distributed control systems, Stability and state estimation,

Xu-Yao Zhang, Chinese Academy of Sciences Institute of Automation, Beijing, China
Pattern Recognition, Machine Learning, Deep Learning, OCR

Zhiyong Zhang, Dalian University of Technology, Dalian, China
T-S fuzzy system, Stochastic system, Switched system, Complex network, Neural network,

Zhiyong Zhang, University of Notre Dame, Notre Dame, Indiana, United States of America
Bayesian methods, Social network analysis, Big data analysis, Nonnormal and missing data analysis,

Bo Zhao, Beijing Normal University, Beijing, China
Adaptive dynamic programming, Reinforcement learning, Optimal control, Neural network-based control, Intelligent control, fault diagnosis and tolerant control, robot control.

Chenhui Zhao, Zhejiang University, Department of Control Science and Engineering, Hangzhou, China
Industrial big data, Data-driven fault detection and diagnosis, Fault prognostic, Health condition maintenance, Glucose monitoring and control for diabetes, Data analysis, Signal processing, Pattern recognition, Deep learning

Peilin Zhao, Tencent AI Lab, Shenzhen, China
• Machine Learning: Online Learning, Stochastic Optimization, Deep Learning, etc. • Applications: Multimedia Search, Computational Finance, Cybersecurity, Computational Biology, • Computer Vision, etc.

Xudong Zhao, Dalian University of Technology, Dalian, China
T-S fuzzy system, Stochastic system, Switched system, Complex network, Neural network,
modeling, computational models using brain images, and general predictive models, disease progression models, Xiuzhuang Zhou, Beijing University of Posts and Telecommunications, Beijing, China
Computer vision, visual tracking, face recognition, action recognition, image retrieval, Machine learning, metric learning, feature learning, multi-view learning, Bayesian learning, Rui Zhu, City University of London, London, United Kingdom
Subspace-based classification, Metric learning, Spectral data analysis, Imbalanced learning, Image quality assessment, Xiaofeng Zhu, Guangxi Normal University, Guilin, China
Feature selection, Subspace learning, Sparse coding, Multi-task learning, Missing value imputation, Cost-sensitive learning, Hashing, Medical image classification, Spectral clustering
Xiahai Zhuang, Fudan University, School of Data Science, Shanghai, China
Medical image analysis, Medical imaging, Bayesian deep learning, Super resolution
Lei Zou, Donghua University, Shanghai, China
Kalman filtering, Recursive state estimation, Distributed filtering
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Experimental

Provide sufficient details to allow the work to be reproduced by an independent researcher. Methods that are already published should be summarized, and indicated by a reference. If quoting directly from a previously published method, use quotation marks and also cite the source. Any modifications to existing methods should also be described.

Theory/calculation
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Results
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Discussion
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Conclusions
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Reference formatting
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Include interactive data visualizations in your publication and let your readers interact and engage more closely with your research. Follow the instructions here to find out about available data visualization options and how to include them with your article.

Supplementary material

Supplementary material such as applications, images and sound clips, can be published with your article to enhance it. Submitted supplementary items are published exactly as they are received (Excel or PowerPoint files will appear as such online). Please submit your material together with the article and supply a concise, descriptive caption for each supplementary file. If you wish to make changes to supplementary material during any stage of the process, please make sure to provide an updated file. Do not annotate any corrections on a previous version. Please switch off the 'Track Changes' option in Microsoft Office files as these will appear in the published version.

Research data

This journal requires and enables you to share data that supports your research publication where appropriate, and enables you to interlink the data with your published articles. Research data refers to the results of observations or experimentation that validate research findings, which may also include software, code, models, algorithms, protocols, methods and other useful materials related to the project.

Below are a number of ways in which you can associate data with your article or make a statement about the availability of your data when submitting your manuscript. When sharing data in one of these ways, you are expected to cite the data in your manuscript and reference list. Please refer to the "References" section for more information about data citation. For more information on depositing, sharing and using research data and other relevant research materials, visit the research data page.

Data linking

If you have made your research data available in a data repository, you can link your article directly to the dataset. Elsevier collaborates with a number of repositories to link articles on ScienceDirect with relevant repositories, giving readers access to underlying data that gives them a better understanding of the research described.

There are different ways to link your datasets to your article. When available, you can directly link your dataset to your article by providing the relevant information in the submission system. For more information, visit the database linking page.

For supported data repositories a repository banner will automatically appear next to your published article on ScienceDirect.

In addition, you can link to relevant data or entities through identifiers within the text of your manuscript, using the following format: Database: xxxx (e.g., TAIR: AT1G01020; CCDC: 734053; PDB: 1XFN).
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