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DESCRIPTION

Neurocomputing publishes articles describing recent fundamental contributions in the field of neurocomputing. Neurocomputing theory, practice and applications are the essential topics being covered.

NEW! Neurocomputing's Software Track allows you to expose your complete Software work to the community through a novel Publication format: the Original Software Publication

Overview:

Neurocomputing welcomes theoretical contributions aimed at winning further understanding of neural networks and learning systems, including, but not restricted to, architectures, learning methods, analysis of network dynamics, theories of learning, self-organization, biological neural network modelling, sensorimotor transformations and interdisciplinary topics with artificial intelligence, artificial life, cognitive science, computational learning theory, fuzzy logic, genetic algorithms, information theory, machine learning, neurobiology and pattern recognition.

Neurocomputing covers practical aspects with contributions on advances in hardware and software development environments for neurocomputing, including, but not restricted to, simulation software environments, emulation hardware architectures, models of concurrent computation, neurocomputers, and neurochips (digital, analog, optical, and biodevices).

Neurocomputing reports on applications in different fields, including, but not restricted to, signal processing, speech processing, image processing, computer vision, control, robotics, optimization, scheduling, resource allocation and financial forecasting.

Types of publications:

Neurocomputing publishes reviews of literature about neurocomputing and affine fields.

Neurocomputing reports on meetings, including, but not restricted to, conferences, workshops and seminars.

NEW! The Neurocomputing Software Track
Neurocomputing Software Track publishes a new format, the Original Software Publication (OSP) to disseminate exiting and useful software in the areas of neural networks and learning systems, including, but not restricted to, architectures, learning methods, analysis of network dynamics, theories of learning, self-organization, biological neural network modelling, sensorimotor transformations and interdisciplinary topics with artificial intelligence, artificial life, cognitive science, computational learning theory, fuzzy logic, genetic algorithms, information theory, machine learning, neurobiology and pattern recognition. We encourage high-quality original software submissions which contain non-trivial contributions in the above areas related to the implementations of algorithms, toolboxes, and real systems. The software must adhere to a recognized legal license, such as OSI approved licenses.

Importantly, the software will be a full peer reviewed publication that is able to capture your software updates once they are released. To fully acknowledge the author's/developers work your software will be fully citable as an Original Software Publication, archived and indexed and available as a complete online "body of work" for other researchers and practitioners to discover.

See the detailed Submission instructions, and more information about the process for academically publishing your Software: here
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EDITORIAL BOARD

Managing Editor-in-Chief
Zidong Wang, Brunel University London, Department of Computer Science, Kingston Lane, UB8 3PH, Uxbridge, Middlesex, United Kingdom, Fax: +44/1895 251686
Fields of specialization: Intelligent data analysis (bioinformatics, neural networks, etc.), signal processing (filter designs, etc.), real-time systems (control of nonlinear and multi-dimensional systems)

Associate Editors-in-Chief

Machine Learning and Deep Learning (ML)
Javier Andreu-Perez, University of Essex School of Computer Science and Electronic Engineering, Wivenhoe Park, CO4 3SQ, Colchester, United Kingdom
Data stream and online learning, unsupervised machine learning, collaborative filters, fuzzy sets and systems, Applications, neural imaging, brain computer interfaces, computational neuroscience, internet-of-things, body sensors, wearable sensing, physical activity recognition
Multimedia and Natural Language Processing (M & NLP)
Giuseppe Fenza, University of Salerno, Department of Business Sciences Management & Innovation Systems, 84084, Fisciano, Italy
Semantic Web, Text and data mining, Social media analytics, Big data paradigms, architectures, and technologies, Machine and deep learning, Stream processing, Explainable Artificial Intelligence, Open Source Intelligence

Computer vision (CV)
Jungong Han, Aberystwyth University, Department of Computer Science, Aberystwyth, SY23 3DB, Aberystwyth, United Kingdom
Artificial intelligence, Image processing

Neural Networks (NN)
Alexandros Iosifidis, Aarhus University, Department of Electrical and Computer Engineering, Aarhus, Denmark
Subspace learning, Multi/cross-view/modal subspace learning, Kernel-based learning, Class-specific learning, Neural networks architecture learning, Graph embedding

Data Analytics (DA)
Leandro L. Minku, University of Birmingham School of Computer Science, Edgbaston, B15 2TT, Birmingham, United Kingdom
Data stream learning and mining, Concept drift, Class imbalance learning, Ensembles of learning machines, Online learning

Neuron Dynamics and Network Analysis (NetDynamics)
Qinglai Wei, Chinese Academy of Sciences Institute of Automation, P.O. Box 2728, 100080, Beijing, China
Theoretical contributions, learning methods, theories of learning, fuzzy logic, computational learning theory, machine learning, stability analysis of neural networks, learning systems for control, optimal control, Practical aspects, simulation software environments, Applications, control, robotics, optimization, scheduling

Advisory Editorial Board
Qi He, LinkedIn Corp, 94043-4655, Mountain View, California, United States of America
Steven Hoi, Singapore Management University, 188065, Singapore, Singapore
Yoan Miche, Nokia Bell Labs Espoo, Karaportti 3, FI-02610, Espoo, Finland
• Machine Learning, • Anomaly Detection, • Clustering, • Neural Networks, • Extreme Learning Machine, • Steganography, • Steganalysis, • Network Security, • Computer Security

Editorial Board (Software Section)
Bin Li, Wuhan University, Department of Finance, Wuhan, China
Empirical asset pricing, Machine learning, Financial technologies, Investments, Computational finance
Wei Liu, Tencent AI Lab Beijing, Beijing, China
• Machine learning, • big data analytics, • artificial intelligence, • computer vision, • pattern recognition, • multimedia information processing, optimization, special interests in • large-scale unsupervised/semi-supervised/supervised/active learning, • hashing, • similarity/metric learning, • sparse and robust learning, • linear/nonlinear dimensionality reduction, • probabilistic and computational graphical models, • learning to rank, • social network mining, • mobile image • search, image/video search, • image/video classification, • image/video super-resolution, • face verification and recognition, • time series modeling and forecasting.
David Lo, Singapore Management University, 188065, Singapore, Singapore
Software engineering, Specification mining from software systems, Software program analysis, Reverse engineering, Software maintenance & reliability, Automated debugging and bug finding, Data mining, Pattern mining & social network mining
Shaowei Wang, University of Manitoba, Winnipeg, R3T 2N2, Manitoba, Canada
Jia Wu, Macquarie University, Department of Computing, Building E6A, Sydney, 2109, Australia
• Brain-inspired Intelligent Computing, • Graph Mining, • Neural Networks, • Computational Intelligence
Lei Zhang, Microsoft Corp, 98073, Redmond, Washington, United States of America
Brain-inspired intelligent computing, Graph mining, Neural networks, Computational intelligence
Jianke Zhu, Zhejiang University, Hangzhou, China
Computer vision, Multimedia

Editorial Board (Regular Section)
Choon Ki Ahn, Korea University, Seongbuk-gu, South Korea
• Stability and Robustness of Neural Networks • Neural Network Control and Filtering • Fuzzy Control and Filtering • Synchronization of Chaotic and Complex Systems
Thangarajah Akilan, Lakehead University, Thunder Bay, Ontario, Canada
Com, Deep learning, Machine Learning, Computer Vision, Natural Language Processing
Saeed Anwar, Australian National University, Canberra, Australia
Dragana Bajovic, University of Novi Sad, Novi Sad, Serbia
Yukun Bao, Huazhong University of Science and Technology, Wuhan, Hubei, China
Predictive Analytics with Computational Intelligence, Time Series Modeling and Forecasting, Machine Learning
Monica Bianchini, University of Siena, Siena, Italy
Lidong Bing, Alibaba DAMO Academy R&D Center Singapore Machine Intelligence Technology, Singapore, Singapore
NLP, Sentiment analysis, Text generation, Question generation, Text summarization, Text style transfer, Information extraction, Low-resource NLP, Argumentation text generation
Simone Bonechi, University of Siena, Siena, Italy
Computer Science, Deep Learning, Convolutional Neural Networks, Image Processing, Medical Image Analysis
Jiajun Bu, Zhejiang University, Hangzhou, China
Machine Learning, Big Data Analytics, Social Network Mining, Computer Vision
Hao CHEN, The Hong Kong University of Science and Technology, Hong Kong, Hong Kong
Medical Image Analysis, Computer Vision, Artificial Intelligence, Deep Learning
Erik Cambria, Nanyang Technological University School of Computer Science and Engineering, Singapore, Singapore
Research Interests, sentiment analysis, opinion mining, recommendation systems, commonsense reasoning, dialogue systems, sarcasm detection, personality recognition, natural language based financial forecasting, anaphora resolution, time expression recognition
Jie Cao, Nanjing University of Finance and Economics, Nanjing, China
Data mining &, business intelligence, Statistical learning &, machine learning, Social computing &, big data computing
Jiwen Cao, Hangzhou Dianzi University, Hangzhou, China
machine learning, signal processing, EEG data learning
Xianbin Cao, Beihang University, Beijing, China
Zehong Cao, University of South Australia, Adelaide, Australia
Fuzzy neural networks, Deep reinforcement learning, Game artificial intelligence, Neural computation, computational neuroscience, Brain-Computer interface, EEG / fNIR / fMRI signal processing, Healthcare / clinical applications
Faïcel Chamroukhi, IRT SystemX, Palaiseau, France
Statistical Learning, Mixture Models, EM Algorithms, Latent Variable Models, Unsupervised learning
Rohitash Chandra, University of New South Wales School of Mathematics and Statistics, Sydney, New South Wales, Australia
Bayesian neural networks, Surrogate-assisted and Bayesian optimization, Neuro-evolution and learning algorithms, Evolutionary and swarm optimization
Jingjing Chen, Fudan University, Shanghai, China
Mou Chen, Nanjing University of Aeronautics and Astronautics, Nanjing, China
Zhenghua Chen, A*STAR Research Entities, Singapore, Singapore
Time series data analytics, domain adaptation, self-supervised learning, model compression and related applications.
Jun Cheng, Chinese Academy of Sciences Shenzhen Institutes of Advanced Technology, Shenzhen, China
• object recognition, • human action recognition, • human computer interaction, • active vision, • intelligent robot
Long Cheng, Chinese Academy of Sciences Institute of Automation, Beijing, China
Yuhua Cheng, University of Electronic Science and Technology of China, Chengdu, Sichuan, China
Artificial intelligence Analysis of network dynamics Computational neuroscience Control Information theory Machine learning Optimization Signal processing
Yiu-ming Cheung, Hong Kong Baptist University, Department of Computer Science, Hong Kong, Hong Kong
Clustering Analysis, Feature Weighting, Imbalanced Data Learning, Neural Networks, Object Tracking, Face Recognition, Watermarking, Multi-objective Optimization
Yansong Chua, Huawei, Central Research Institute, Data Center Technology Lab, Shenzhen, Guangdong, China
Neuromorphic computing, spiking neural networks, brain inspired computing, computational neuroscience, brain simulation
Gianluigi Ciocca, University of Milan-Bicocca, Milano, Italy
Machine learning, Computer vision
Runmin Cong, Beijing Jiaotong University, Beijing, China
Vision, Multimedia information processing, Image & video processing, Machine learning, Vincenzo Conti, Kore University of Enna, Enna, Italy
Claudio Cusano, University of Pavia, Department of Electrical, Computer and Biomedical Engineering, Pavia, Italy
Computer vision, pattern recognition, machine learning, computational photography
Swagatam Das, Indian Statistical Institute Electronics and Communication Sciences Unit, Kolkata, India
Machine learning, Non-convex optimization
Cheng Deng, Xidian University School of Mechano-Electronic Engineering, Xian, China
Cross-modal Retrieval; Multimodal Representation Learning; Text-to-Image Synthesis; Cross-modal Knowledge Learning; Adversarial Example Attack and Defense
Zhaohong Deng, Jiangnan University, Wuxi, Jiangsu, China

Weiping Ding, Nantong University, School of Information Science and Technology, Nantong, China
Deep Learning, granular data mining, Multimodal machine learning, Information Fusion, Big Data Analysis
Juan P. Dominguez-Morales, University of Seville, Department of Architecture and Computer Technology, Sevilla, Spain
Neuromorphic engineering, Spiking neural networks, Computational pathology, deep learning, prostate cancer
Hongli Dong, Northeast Petroleum University, Daqing, China
networked control system, incomplete measurements, control, fault detection and estimation, leakage detection of oil pipeline, microseismic monitoring, graphics and image processing, data optimization, machine learning
Yongsheng Dong, Henan University of Technology, School of Information Engineering, Luoyang, China
• Generative Adversarial Networks • Meta Learning • Statistical Learning • Clustering • Ensemble Learning
Bo Du, Wuhan University School of Computer Science, Wuhan, China
Fields of specialization - Deep learning, pattern recognition, bioinformatics, machine learning
Shukai Duan, Southwest University, Chongqing, China
(i) neuromorphic architectures, (ii) biological neural network modelling, (iii) emulation hardware architectures of Neurocomputing, (iv) Memristor and memristive systems, (v) circuit design and analysis, vichaos, chaotic neural network.
Witali Dunin-Barkowski, Russian Academy of Sciences, Moskva, Russian Federation

Weiping Ding, Nantong University, School of Information Science and Technology, Nantong, China
Deep Learning, granular data mining, Multimodal machine learning, Information Fusion, Big Data Analysis
Juan P. Dominguez-Morales, University of Seville, Department of Architecture and Computer Technology, Sevilla, Spain
Neuromorphic engineering, Spiking neural networks, Computational pathology, deep learning, prostate cancer
Hongli Dong, Northeast Petroleum University, Daqing, China
networked control system, incomplete measurements, control, fault detection and estimation, leakage detection of oil pipeline, microseismic monitoring, graphics and image processing, data optimization, machine learning
Yongsheng Dong, Henan University of Technology, School of Information Engineering, Luoyang, China
• Generative Adversarial Networks • Meta Learning • Statistical Learning • Clustering • Ensemble Learning
Bo Du, Wuhan University School of Computer Science, Wuhan, China
Fields of specialization - Deep learning, pattern recognition, bioinformatics, machine learning
Shukai Duan, Southwest University, Chongqing, China
(i) neuromorphic architectures, (ii) biological neural network modelling, (iii) emulation hardware architectures of Neurocomputing, (iv) Memristor and memristive systems, (v) circuit design and analysis, vichaos, chaotic neural network.
Xinbo Gao, Xidian University, Xian, China

Vicente García Díaz, University of Oviedo, Oviedo, Spain

Giorgio Stefano Gnecco, IMT School for Advanced Studies, AXES Research Unit, Lucca, Italy

Fields of specialization - Approximate dynamic programming, Approximation theory, Kernel methods, Statistical learning theory

Manuel Graña, University of the Basque Country, Faculty of Computer Science, San Sebastian, Spain

Xiaowei Gu, University of Kent, Canterbury, United Kingdom

Jie Gui, Southeast University, Nanjing, China

Adversarial learning, Generative algorithms, Self-supervised learning, Hashing

Rodrigo Guido, São Paulo State University - Sao Jose do Rio Preto Campus, SAO JOSE DO RIO PRETO, Brazil

Digital Signal Processing

Frederico Guimarães, Federal University of Minas Gerais, Department of Electrical Engineering, Belo Horizonte, Brazil

Artificial intelligence, Neural networks, Deep learning, Time series forecasting, Evolutionary computation, multi-objective optimization, Optimization, Fuzzy Time Series, Metaheuristics, Machine Learning

Petr Hajek, University of Pardubice, Pardubice, Czechia

Neural networks, Fuzzy systems, Knowledge-based systems, Decision support systems, Text mining, Finance

Barbara Hammer, Bielefeld University, Bielefeld, Germany

Fields of specialization: Learning in structured domains, self-organizing systems, metric learning, nonlinear-dimensionality reduction, bioinformatics applications

Junwei Han, Northwestern Polytechnical University, Xian, China

Remote sensing image analysis; Computer vision; Machine learning; Feature extraction

Shengfeng He, South China University of Technology School of Computer Science and Engineering, Guangzhou, China

Computer Vision, Image Processing

Wei He, University of Science and Technology Beijing, Beijing, China

Neural Networks, Adaptive Control, Nonlinear System, Robot, Distributed Parameter System

Romain Herault, Normandie Univ, UniRouen, Unihavre, INSU Rouen, LITIS, Saint-Étienne-du-Rouvray, France

Dimension reduction, Kernel method, Deep learning, Transfert learning, Machine learning applied to signal processing

Xia Hong, University of Reading, Reading, United Kingdom

Chenping Hou, National University of Defense Technology, Changsha, China

Dimensionality reduction/manifold learning Feature selection Clustering algorithm Multi-view learning Multi-label learning Roubust learning

Cho-Jui Hsieh, University of California Los Angeles, Los Angeles, California, United States of America

Bin Hu, Huazhong University of Science and Technology, Wuhan, Hubei, China

Neural network, Artificial intelligence, Complex network and spatiotemporal dynamics, Hybrid dynamical system

Bingliang Hu, Chinese Academy of Sciences, Beijing, China

Hyperspectral imaging and highorder data processing,

Jun Hu, Harbin University of Science and Technology, Haerbin, China

Ting Hu, Queen's University, Kingston, Ontario, Canada

Evolutionary computing

Guang Bin Huang, Nanyang Technological University, Singapore, Singapore

Fields of specialization - Support vector machines, feedforward networks, brain computer interface, human computer interface, EEG signal based machine learning

He Huang, Soochow University, Suzhou, China

Pattern classification, machine learning, document and handwritingadversarial learning

Qinghua Huang, Northwestern Polytechnical University, Xian, China

Medical Imaging and data analysis

Adriano Lorena I. de Oliveira, Federal University of Pernambuco, RECIFE, Brazil

Bin Jiang, Nanjing University of Aeronautics and Astronautics College of Automation Engineering, Nanjing, China

Fault diagnosis, Fault tolerant control

Zhaojie Ju, University of Portsmouth, Portsmouth, United Kingdom
Machine learning and pattern recognition, Multimodal human motion analysis, Dexterous multifingered robotic and prosthetic hand control, Humanoid robot motion learning and planning, Intelligent human-robot/computer interaction

Hamid Reza Karimi, Polytechnic of Milan, Milano, Italy
Control systems, complex networks, neural dynamics, soft computing, fault diagnosis, intelligent mechatronics, fault diagnosis, intelligent control, interpretable AI, complex networks, deep learning algorithms, vehicles, Autonomous Systems

Farrukh Aslam Khan, King Saud University, Riyadh, Saudi Arabia

Fouad Khellifi, Northumbria University, Newcastle Upon Tyne, United Kingdom
Abbas Khoosravi, Deakin University, Burwood, Victoria, Australia
Hak-Keung Lam, King's College London, London, United Kingdom
Jianjun Lei, Tianjin University, Tianjin, China
Zhen Lei, Chinese Academy of Sciences, Beijing, China
Bing Li, Chinese Academy of Sciences, Beijing, China
Multi-Instance Learning, Visual Saliency, Image/video Understanding, Color Vision, Sparse Coding, Intelligent Vehicle System

Chongyi Li, Nanyang Technological University, Singapore, Singapore
Hongsheng Li, The Chinese University of Hong Kong, Hong Kong, China
Compute vision, Medical imaging, Deep learning
Kang Li, Queen's University Belfast, Belfast, United Kingdom
Piji Li, Tencent AI Lab, Shenzhen, China
Xiaoli Li, State Key Laboratory of Cognitive Neuroscience and Learning, Beijing, China
Medical device, neural engineering, computational intelligence, signal processing and data mining, monitoring system and manufacturing system

Yongmin Li, Brunel University London, London, United Kingdom
• Computer vision, • image processing, • video analysis, • medical imaging, • bio-imaging, • machine learning, • pattern recognition, • automatic control • nonlinear filtering

Yunpeng Li, University of Surrey, Guildford, United Kingdom
Zhifeng Li, Tencent AI Lab Beijing, Beijing, China
Deep Learning, Computer Vision and Pattern Recognition, Face Detection and Analysis

Jinling Liang, Southeast University School of Mathematics, Nanjing, China
Neural networks, Two-dimensional systems, Boolean networks, Complex dynamics, Stochastic analysis.

Chenghua Lin, The University of Sheffield, Sheffield, United Kingdom
Natural language processing, Natural language generation, Machine learning, Sentiment analysis, Topic modelling, Text mining, Summarization, Dialogue systems

Chenchun Liu, Clarkson University, Potsdam, New York, United States of America

Fiona Yan Liu, The Hong Kong Polytechnic University, Hong Kong, Hong Kong
Jun Liu, Singapore University of Technology and Design, Singapore, Singapore
Junxu Liu, Ulster University School of Computing and Engineering and Intelligent Systems, Magee, United Kingdom
Spiking neural networks, Biological neural network modelling, Learning algorithms, Hardware architectures and neuromorphic systems, Neural network applications

Qi Liu, University of Science and Technology of China, Hefei, Anhui, China
Shenglan Liu, Dalian University of Technology, Dalian, China
• Manifold learning, • Information retrieval, • Multimodal human action learning

Yonghui Liu, Edge Hill University, Department of Computer Science, Ormskirk, United Kingdom
3D computer vision, geometric modelling, feature extraction and matching, image enhancement, noise removal, image processing, pattern classification and recognition, data clustering, video frame analysis and storage, and machine learning.

Yurong Liu, Yangzhou University, Yangzhou, China
Zhi-Yong Liu, Chinese Academy of Sciences, Beijing, China
Robotics, Computer Vision, Pattern Recognition

Zhiyuan Liu, Tsinghua University, Beijing, China
Knowledge graph, Natural language processing, Representation learning, Neural networks, , Ana Carolina Lorena, Technological Institute of Aviation, SAO JOSE DOS CAMPOS, Brazil
Artificial Intelligence, Machine Learning, Data Mining

Shijian Lu, Nanyang Technological University College of Engineering, Singapore, Singapore
OCR, object detection, object recognition, scene text detection and recognition, Image synthesis, GAN based image composition, Image analysis, document image analysis and recognition, Aerial image analytics, object detection and scene segmentation in satellite images

Wei Lu, Singapore University of Technology and Design, Singapore, Singapore

NLP: natural language semantics (in a broad sense) and fundamental problems related to structured prediction

Xuequan Lu, Deakin University School of Information Technology - Burwood Campus, Burwood, Australia

Visual computing, geometry computing, 3D vision, VR/AR, metaverse

Biao Luo, Central South University School of Information Science and Engineering, Changsha, China

- Reinforcement Learning, - Adaptive Dynamic Programming, - Data-based Control, - Distributed Parameters Systems, - Neural Network Control

Xin Luo, Chinese Academy of Sciences Chongqing Institute of Green and Intelligent Technology, Chongqing, China

Neural Networks, Recommender Systems, Regularization, Latent Factor Analysis, Sparse Matrix Analysis, Sparse Representation, Tensor Factorization, Clustering

Jiayi Ma, Wuhu University, Wuhu, China


Lifeng Ma, Nanjing University of Science and Technology, Nanjing, China

Big data, Image and video coding, Image signal processing, Speech and acoustic signal processing

Danilo Maccio, Consiglio Nazionale delle Ricerche (CNR),

Angshul Majumdar, Indraprastha Institute of Information Technology Delhi, New Delhi, India

Smart grid, Dictionary learning, Inverse problems, Compressed sensing, Recommender systems/ collaborative filtering

Gaofeng Meng, Chinese Academy of Sciences, Beijing, China

Computer vision and machine learning

Seyedali Mirjalili, Torrens University Australia, Centre for Artificial Intelligence Research and Optimization, Fortitude Valley, Australia

Machine learning, Metaheuristics, Robust Optimization, Engineering Optimization, Evolutionary Algorithm, Swarm Intelligence

Hamidreza Modares, Michigan State University, East Lansing, Michigan, United States of America

Reinforcement learning for feedback control, Distributed control of multi-agent systems, Adaptive neural network control, Deep learning in control

Tingting Mu, University of Liverpool, Liverpool, United Kingdom

Yadong Mu, Peking University Wangxuan Institute of Computer Technology, Beijing, China

Video classification, Action recognition, Human pose estimation, Image hashing

Anirbit Mukherjee, The University of Manchester, Manchester, United Kingdom

Jing Na, Kunming University of Science and Technology, Kunming, China

Neural network based observer design; System identification with neural network; Adaptive control with neural network; Adaptive parameter estimation; Approximate/adaptive dynamic programming (ADP); Neural based optimization and application; nonlinear control and application (including robotics and servo mechanisms); Active suspension and application; Modeling and control for vehicle systems (including engines)

Paolo Napoletano, University of Milan-Bicocca, Department of Informatics Systems and Communication, Milano, Italy

Signal, image and video analysis and understanding, multimedia information processing and management and machine learning for multi-modal data classification and understanding.

Nicolò Navarin, University of Padua, Padova, Italy

Robert Newcomb, University of Maryland, College Park, Maryland, United States of America

Thien H. Nguyen, University of Oregon, Department of Computer and Information Science, Eugene, Oregon, United States of America

Information Extraction, Natural Language Processing, Deep Learning, Machine Learning, Graph Representation Learning

Yugang Niu, East China University of Science and Technology, Shanghai, China

Estimation and filtering; Neural networks; Stochastic systems; Networked control systems

Luca Oneto, University of Genoa, Department of Computer Science Bioengineering Robotics and Systems Engineering, Genova, Italy

Research interests, Machine learning (including deep learning, transfer learning, reinforcement learning, multi-task learning and so on), Data science (including data mining, classification and so on), AI applications in engineering,
Felipe Orihuela-Espina, University of Birmingham, Birmingham, United Kingdom
FNIRS, Data analysis

Weiike Pan, Shenzhen University, Shenzhen, China
recommender systems, collaborative filtering, personalization, recommendation, transfer learning, deep learning, domain adaptation, matrix factorization

Nikolaos Passalis, Aristotle University of Thessaloniki School of Informatics, Thessaloniki, Greece
Computer Programming/Deep ML

Fernando Perez-Pena, University of Cadiz, Cadiz, Spain
neuromorphic engineering, motor control

Caroline Petitetian, Rouen University, Mont St Aignan, France
Medical image analysis, image segmentation, image classification, deep learning, weakly supervised learning, prior information modeling, explainability in vision models

Soujanya Poria, Singapore University of Technology and Design, Singapore, Singapore
Natural Language Processing, Sentiment Analysis, Dialogue Systems, Emotion Recognition.

Jiahu Qin, University of Science and Technology of China, Hefei, Anhui, China
Deep learning, Neural machine translation, Language modeling, Text summarization, Sentiment analysis, Text to speech synthesis, Machine reading comprehension

Tao Qin, Microsoft Research Asia, Beijing, China
Machine Learning, Data Science, Big Data Analytics, Intelligent Systems, Cyber-Physical Systems, and Cybersecurity

Sriparna Sahais, Indian Institute of Technology Patna, Patna, India
Machine Learning, Deep Learning, Natural Language Processing, Text Mining, Bioinformatics

Rathinasamy Sakthivel, Sungkyunkwan University, Department of Mathematics, Suwon, South Korea
Machine Learning, Ensemble learning, Semi-supervised learning, Stream learning, Neural Networks

Marcello Sanguineti, University of Genoa, Department of Computer Science Bioengineering Robotics and Systems Engineering, Genova, Italy
Fields of specialization - Mathematical theory of neural systems, kernel methods, optimization, machine learning, approximation, feedforward networks

Jianbin Qiu, Harbin Institute of Technology, Haerbin, China

Sriparna Sahais, Indian Institute of Technology Patna, Patna, India
Machine Learning, Deep Learning, Natural Language Processing, Text Mining, Bioinformatics

Lee Cheong, University of Houston, College Station, Texas, USA
Fields of specialization - Causal discovery, causal inference

Rodrigo G. F. Soares, Federal Rural University of Pernambuco, RECIFE, Brazil
Machine Learning, Ensemble learning, Semi-supervised learning, Stream learning, Neural Networks

Mingli Song, Zhejiang University Library, Hangzhou, China
Machine Learning, Pattern Classification, Metaheuristics, Feedforward Deep Neural Networks, Forecasting

Aixin Sun, Nanyang Technological University, Singapore, Singapore
Information Retrieval

Shiliang Sun, East China Normal University, Shanghai, China
Machine Learning, Pattern Recognition

Yang Tang, East China University of Science and Technology, Shanghai, China

Mohammad Tanveer, Indian Institute of Technology Indore, Indore, India
Support vector machines (SVM), Twin SVM, Ensemble learning, Randomized neural networks, Deep learning

Zhiqiang Tao, Santa Clara University, Santa Clara, California, United States of America
Data mining and optimization, Artificial Intelligence, Machine Learning, Big Data Mining

Radu Timofte, ETH Zurich, Zurich, Switzerland

Joaquin Torres, University of Granada, Granada, Spain
Isaac Triguero, University of Nottingham Computational Optimisation and Learning Lab, Nottingham, United Kingdom
Big data, Data reduction, Semi-supervised learning, Imbalanced classification, Citizen science, Astroinformatics, Evolutionary algorithms, Instance selection, Feature selection

Zhaopeng Tu, Tencent AI Lab, Shenzhen, China
Deep learning for natural language processing (NLP): neural machine translation, and Seq2Seq learning for other NLP tasks, such as dialogue and question answering

Muhammet Uzuntarla, Zonguldak Bülent Ecevit University, Zonguldak, Turkey

Kyriakos Vamvoudakis, Georgia Institute of Technology, Atlanta, Georgia, United States of America
Reinforcement learning for control, Cyber-physical systems and security, Control theory, Autonomy

Elena Verdú, International University of Rioja - Logrono Campus, Logrono, Spain
Video surveillance, Video anomaly recognition, Event/action recognition in videos, Natural Language Processing

Renato Vimieiro, Federal University of Minas Gerais, BELO HORIZONTE, Minas Gerais, Brazil

Chi Man Vong, University of Macau, Taipa, Macao

Ding Wang, Chinese Academy of Sciences, Beijing, China
large-scale optimization, sparse learning, stochastic optimization, deep learning, natural language processing

Jin-Liang Wang, Tianqong University, Tianjin, China

Li Wang, The University of North Carolina at Chapel Hill, Chapel Hill, North Carolina, United States of America
Medical imaging, Image segmentation, Image registration, Cortical surface analysis, Machine learning and their applications on normal early brain development and disorders

Qi Wang, Northwestern Polytechnical University, Xian, China
Computer vision, pattern recognition, machine learning methods and their related applications particularly in video surveillance, intelligent transportation system, remote sensing and multimedia analysis

Ruili Wang, Massey University - Auckland Campus, Albany, New Zealand

Ruiping Wang, Chinese Academy of Sciences, Beijing, China
face image analysis, image retrieval, object recognition, object detection, manifold learning, metric learning, kernel learning, deep learning

Su-Jing Wang, Chinese Academy of Sciences, Beijing, China

Suhang Wang, The Pennsylvania State University, University Park, Pennsylvania, United States of America
Network mining, Data mining, Social media mining, Deep generative models, Adversarial machine learning

Wenguan Wang, University of Technology Sydney, Broadway, Australia
Computer vision and deep learning, Image/video segmentation, salient object detection, object tracking, visual and neural attention, scene parsing, intelligent photo editing and graph neural networks

Xiwang Wen, Northeastern Illinois University, Chicago, Illinois, United States of America
Medical informatics, data privacy, data mining, and machine learning

Xiaocai Wang, Huazhong University of Science and Technology, Wuhan, Hubei, China
Impulsive control, Event-triggering control, Cooperative control, Networked control, Switched system, Multi-agent system, Time-delay system, Neural network, Smart grid, Stability

Yisen Wang, Peking University, Beijing, China

Zhen Wang, Northwestern Polytechnical University, Xian, China

Zhiyong Wang, The University of Sydney, Sydney, New South Wales, Australia
Image/video retrieval and annotation Video content analysis Human action recognition Facial expression recognition

Qingsong Wen, Alibaba Group (U.S.) Inc, DAMO Academy, Bellevue, Washington, United States of America
Time Series Analysis, Anomaly Detection, Business Intelligence, AIOps, Signal Processing

Wujie Wen, Florida International University, Miami, Florida, United States of America

Medical image analysis, CT, MRI, Graph neural networks, Geometric deep learning, Generative adversarial networks.
Calvin Wong, The Hong Kong Polytechnic University, Hong Kong, Hong Kong
AI security and privacy, computer vision, integer programming

Baoyuan Wu, Shenzhen Research Institute of Big Data, , China

Fangxiang Wu, University of Saskatchewan, Saskatoon, Saskatchewan, Canada
Complex network control, Bionetwork analytics, Brain images and brain networks, Machine learning in bioinformatics, Big biological data analytics, and Nonlinear biodynamic analytics.

Min Wu, Institute for Infocomm Research, Singapore, Singapore
Machine learning, data mining, bioinformatics

Q. M. Jonathan Wu, University of Windsor, Windsor, Ontario, Canada
• Computer vision, • image processing, • neural networks, • deep learning, • pattern recognition

Wei Wu, Chinese Academy of Sciences Institute of Automation, Beijing, China

Yue Wu, Amazon Lab126, Sunnyvale, California, United States of America
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Note: When uploading a Word 2007 file containing mathematical equations, please check and make sure that the mathematical equations are properly processed when generating the PDF. If they are not, check out the instructions described on https://service.elsevier.com/app/answers/detail/a_id/302

**Footnotes**
Footnotes should be used sparingly. Number them consecutively throughout the article. Many word processors can build footnotes into the text, and this feature may be used. Otherwise, please indicate the position of footnotes in the text and list the footnotes themselves separately at the end of the article. Do not include footnotes in the Reference list.

**Artwork**

*Electronic artwork*

**General points**
- Make sure you use uniform lettering and sizing of your original artwork.
- Embed the used fonts if the application provides that option.
- Aim to use the following fonts in your illustrations: Arial, Courier, Times New Roman, Symbol, or use fonts that look similar.
- Number the illustrations according to their sequence in the text.
- Use a logical naming convention for your artwork files.
- Provide captions to illustrations separately.
- Size the illustrations close to the desired dimensions of the published version.
- Submit each illustration as a separate file.
- Ensure that color images are accessible to all, including those with impaired color vision.

A detailed guide on electronic artwork is available.

**You are urged to visit this site; some excerpts from the detailed information are given here.**

**Formats**
If your electronic artwork is created in a Microsoft Office application (Word, PowerPoint, Excel) then please supply 'as is' in the native document format.

Regardless of the application used other than Microsoft Office, when your electronic artwork is finalized, please 'Save as' or convert the images to one of the following formats (note the resolution requirements for line drawings, halftones, and line/halftone combinations given below):

- **EPS (or PDF):** Vector drawings, embed all used fonts.
- **TIFF (or JPEG):** Color or grayscale photographs (halftones), keep to a minimum of 300 dpi.
- **TIFF (or JPEG):** Bitmapped (pure black & white pixels) line drawings, keep to a minimum of 1000 dpi.
- **TIFF (or JPEG):** Combinations bitmapped line/half-tone (color or grayscale), keep to a minimum of 500 dpi.

**Please do not:**
- Supply files that are optimized for screen use (e.g., GIF, BMP, PICT, WPG); these typically have a low number of pixels and limited set of colors;
- Supply files that are too low in resolution;
- Submit graphics that are disproportionately large for the content.
**Color artwork**
Please make sure that artwork files are in an acceptable format (TIFF (or JPEG), EPS (or PDF) or MS Office files) and with the correct resolution. If, together with your accepted article, you submit usable color figures then Elsevier will ensure, at no additional charge, that these figures will appear in color online (e.g., ScienceDirect and other sites) in addition to color reproduction in print. Further information on the preparation of electronic artwork.

**Figure captions**
Ensure that each illustration has a caption. Supply captions separately, not attached to the figure. A caption should comprise a brief title (not on the figure itself) and a description of the illustration. Keep text in the illustrations themselves to a minimum but explain all symbols and abbreviations used.

**Tables**
Please submit tables as editable text and not as images. Tables can be placed either next to the relevant text in the article, or on separate page(s) at the end. Number tables consecutively in accordance with their appearance in the text and place any table notes below the table body. Be sparing in the use of tables and ensure that the data presented in them do not duplicate results described elsewhere in the article. Please avoid using vertical rules and shading in table cells.

**References**

**Citation in text**
Please ensure that every reference cited in the text is also present in the reference list (and vice versa). Any references cited in the abstract must be given in full. Unpublished results and personal communications are not recommended in the reference list, but may be mentioned in the text. If these references are included in the reference list they should follow the standard reference style of the journal and should include a substitution of the publication date with either 'Unpublished results' or 'Personal communication'. Citation of a reference as 'in press' implies that the item has been accepted for publication.

**Reference links**
Increased discoverability of research and high quality peer review are ensured by online links to the sources cited. In order to allow us to create links to abstracting and indexing services, such as Scopus, CrossRef and PubMed, please ensure that data provided in the references are correct. Please note that incorrect surnames, journal/book titles, publication year and pagination may prevent link creation. When copying references, please be careful as they may already contain errors. Use of the DOI is highly encouraged.

A DOI is guaranteed never to change, so you can use it as a permanent link to any electronic article. An example of a citation using DOI for an article not yet in an issue is: VanDecar J.C., Russo R.M., James D.E., Ambeh W.B., Franke M. (2003). Aseismic continuation of the Lesser Antilles slab beneath northeastern Venezuela. Journal of Geophysical Research, https://doi.org/10.1029/2001JB000884. Please note the format of such citations should be in the same style as all other references in the paper.

**Web references**
As a minimum, the full URL should be given and the date when the reference was last accessed. Any further information, if known (DOI, author names, dates, reference to a source publication, etc.), should also be given. Web references can be listed separately (e.g., after the reference list) under a different heading if desired, or can be included in the reference list.

**Data references**
This journal encourages you to cite underlying or relevant datasets in your manuscript by citing them in your text and including a data reference in your Reference List. Data references should include the following elements: author name(s), dataset title, data repository, version (where available), year, and global persistent identifier. Add [dataset] immediately before the reference so we can properly identify it as a data reference. The [dataset] identifier will not appear in your published article.

**Reference to software**
We recommend that software (including computational code, scripts, models, notebooks and libraries) should be cited in the same way as other sources of information to support proper attribution and credit, reproducibility, collaboration and reuse, and encourage building on the work of others to further research. To facilitate this, useful information is provided in this article on the essentials of software citation by FORCE 11, of which Elsevier is a member. A reference to software should always include the following elements: creator(s) e.g. the authors or project that developed the software, software title, software repository, version (where available), year, and global persistent identifier.
Preprint references
Where a preprint has subsequently become available as a peer-reviewed publication, the formal publication should be used as the reference. If there are preprints that are central to your work or that cover crucial developments in the topic, but are not yet formally published, these may be referenced. Preprints should be clearly marked as such, for example by including the word preprint, or the name of the preprint server, as part of the reference. The preprint DOI should also be provided.

References in a special issue
Please ensure that the words 'this issue' are added to any references in the list (and any citations in the text) to other articles in the same Special Issue.

Reference management software
Most Elsevier journals have their reference template available in many of the most popular reference management software products. These include all products that support Citation Style Language styles, such as Mendeley. Using citation plug-ins from these products, authors only need to select the appropriate journal template when preparing their article, after which citations and bibliographies will be automatically formatted in the journal's style. If no template is yet available for this journal, please follow the format of the sample references and citations as shown in this Guide. If you use reference management software, please ensure that you remove all field codes before submitting the electronic manuscript. More information on how to remove field codes from different reference management software.

Reference formatting
There are no strict requirements on reference formatting at submission. References can be in any style or format as long as the style is consistent. Where applicable, author(s) name(s), journal title/book title, chapter title/article title, year of publication, volume number/book chapter and the article number or pagination must be present. Use of DOI is highly encouraged. The reference style used by the journal will be applied to the accepted article by Elsevier at the proof stage. Note that missing data will be highlighted at proof stage for the author to correct. If you do wish to format the references yourself they should be arranged according to the following examples:

Reference style
Text: Indicate references by number(s) in square brackets in line with the text. The actual authors can be referred to, but the reference number(s) must always be given.
Example: '..... as demonstrated [3,6]. Barnaby and Jones [8] obtained a different result ....'
List: Number the references (numbers in square brackets) in the list in the order in which they appear in the text.
Examples:
Reference to a journal publication:
Reference to a journal publication with an article number:
Reference to a book:
Reference to a chapter in an edited book:
Reference to a website:
Reference to a dataset:
Reference to software:
Journal abbreviations source

Journal names should be abbreviated according to the List of Title Word Abbreviations.

Video

Elsevier accepts video material and animation sequences to support and enhance your scientific research. Authors who have video or animation files that they wish to submit with their article are strongly encouraged to include links to these within the body of the article. This can be done in the same way as a figure or table by referring to the video or animation content and noting in the body text where it should be placed. All submitted files should be properly labeled so that they directly relate to the video file's content. In order to ensure that your video or animation material is directly usable, please provide the file in one of our recommended file formats with a preferred maximum size of 150 MB per file, 1 GB in total. Video and animation files supplied will be published online in the electronic version of your article in Elsevier Web products, including ScienceDirect. Please supply 'stills' with your files; you can choose any frame from the video or animation or make a separate image. These will be used instead of standard icons and will personalize the link to your video data. For more detailed instructions please visit our video instruction pages. Note: since video and animation cannot be embedded in the print version of the journal, please provide text for both the electronic and the print version for the portions of the article that refer to this content.

Data visualization

Include interactive data visualizations in your publication and let your readers interact and engage more closely with your research. Follow the instructions here to find out about available data visualization options and how to include them with your article.

Supplementary material

Supplementary material such as applications, images and sound clips, can be published with your article to enhance it. Submitted supplementary items are published exactly as they are received (Excel or PowerPoint files will appear as such online). Please submit your material together with the article and supply a concise, descriptive caption for each supplementary file. If you wish to make changes to supplementary material during any stage of the process, please make sure to provide an updated file. Do not annotate any corrections on a previous version. Please switch off the 'Track Changes' option in Microsoft Office files as these will appear in the published version.

Research data

This journal requires and enables you to share data that supports your research publication where appropriate, and enables you to interlink the data with your published articles. Research data refers to the results of observations or experimentation that validate research findings, which may also include software, code, models, algorithms, protocols, methods and other useful materials related to the project.

Below are a number of ways in which you can associate data with your article or make a statement about the availability of your data when submitting your manuscript. When sharing data in one of these ways, you are expected to cite the data in your manuscript and reference list. Please refer to the "References" section for more information about data citation. For more information on depositing, sharing and using research data and other relevant research materials, visit the research data page.

Data linking

If you have made your research data available in a data repository, you can link your article directly to the dataset. Elsevier collaborates with a number of repositories to link articles on ScienceDirect with relevant repositories, giving readers access to underlying data that gives them a better understanding of the research described.

There are different ways to link your datasets to your article. When available, you can directly link your dataset to your article by providing the relevant information in the submission system. For more information, visit the database linking page.

For supported data repositories a repository banner will automatically appear next to your published article on ScienceDirect.

In addition, you can link to relevant data or entities through identifiers within the text of your manuscript, using the following format: Database: xxxx (e.g., TAIR: AT1G01020; CCDC: 734053; PDB: 1XFN).
**Data statement**
To foster transparency, we require you to state the availability of your data in your submission if your data is unavailable to access or unsuitable to post. This may also be a requirement of your funding body or institution. You will have the opportunity to provide a data statement during the submission process. The statement will appear with your published article on ScienceDirect. For more information, visit the Data Statement page.

**AFTER ACCEPTANCE**

**Online proof correction**
To ensure a fast publication process of the article, we kindly ask authors to provide us with their proof corrections within two days. Corresponding authors will receive an e-mail with a link to our online proofing system, allowing annotation and correction of proofs online. The environment is similar to MS Word: in addition to editing text, you can also comment on figures/tables and answer questions from the Copy Editor. Web-based proofing provides a faster and less error-prone process by allowing you to directly type your corrections, eliminating the potential introduction of errors.
If preferred, you can still choose to annotate and upload your edits on the PDF version. All instructions for proofing will be given in the e-mail we send to authors, including alternative methods to the online version and PDF.
We will do everything possible to get your article published quickly and accurately. Please use this proof only for checking the typesetting, editing, completeness and correctness of the text, tables and figures. Significant changes to the article as accepted for publication will only be considered at this stage with permission from the Editor. It is important to ensure that all corrections are sent back to us in one communication. Please check carefully before replying, as inclusion of any subsequent corrections cannot be guaranteed. Proofreading is solely your responsibility.

**Offprints**
The corresponding author will, at no cost, receive a customized Share Link providing 50 days free access to the final published version of the article on ScienceDirect. The Share Link can be used for sharing the article via any communication channel, including email and social media. For an extra charge, paper offprints can be ordered via the offprint order form which is sent once the article is accepted for publication. Corresponding authors who have published their article gold open access do not receive a Share Link as their final published version of the article is available open access on ScienceDirect and can be shared through the article DOI link.

**AUTHOR INQUIRIES**
Visit the Elsevier Support Center to find the answers you need. Here you will find everything from Frequently Asked Questions to ways to get in touch.
You can also check the status of your submitted article or find out when your accepted article will be published.
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