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**Citation in text**
Please ensure that every reference cited in the text is also present in the reference list (and vice versa). Any references cited in the abstract must be given in full. Unpublished results and personal communications are not recommended in the reference list, but may be mentioned in the text. If these references are included in the reference list they should follow the standard reference style of the journal and should include a substitution of the publication date with either 'Unpublished results' or 'Personal communication'. Citation of a reference as 'in press' implies that the item has been accepted for publication.

**Web references**
As a minimum, the full URL should be given and the date when the reference was last accessed. Any further information, if known (DOI, author names, dates, reference to a source publication, etc.), should also be given. Web references can be listed separately (e.g., after the reference list) under a different heading if desired, or can be included in the reference list.

**References in a special issue**
Please ensure that the words 'this issue' are added to any references in the list (and any citations in the text) to other articles in the same Special Issue.

**Reference management software**
Most Elsevier journals have their reference template available in many of the most popular reference management software products. These include all products that support Citation Style Language styles (http://citationstyles.org), such as Mendeley (http://www.mendeley.com/features/reference-manager) and Zotero (https://www.zotero.org/), as well as EndNote (http://endnote.com/downloads/styles). Using the word processor plug-ins from these products, authors only need to select the appropriate journal template when preparing their article, after which citations and bibliographies will be automatically formatted in the journal's style. If no template is yet available for this journal, please follow the format of the sample references and citations as shown in this Guide.

Users of Mendeley Desktop can easily install the reference style for this journal by clicking the following link:
http://open.mendeley.com/use-citation-style/neural-networks
When preparing your manuscript, you will then be able to select this style using the Mendeley plug-ins for Microsoft Word or LibreOffice.

Reference style
List: references should be arranged first alphabetically and then further sorted chronologically if necessary. More than one reference from the same author(s) in the same year must be identified by the letters 'a', 'b', 'c', etc., placed after the year of publication.
Examples:
Reference to a journal publication:
Reference to a book:
Reference to a chapter in an edited book:

Journal abbreviations source
Journal names should be abbreviated according to the List of Title Word Abbreviations: http://www.issn.org/services/online-services/access-to-the-ltwa/.

Video data
Elsevier accepts video material and animation sequences to support and enhance your scientific research. Authors who have video or animation files that they wish to submit with their article are strongly encouraged to include links to these within the body of the article. This can be done in the same way as a figure or table by referring to the video or animation content and noting in the body text where it should be placed. All submitted files should be properly labeled so that they directly relate to the video file's content. In order to ensure that your video or animation material is directly usable, please provide the files in one of our recommended file formats with a preferred maximum size of 150 MB. Video and animation files supplied will be published online in the electronic version of your article in Elsevier Web products, including ScienceDirect: http://www.sciencedirect.com. Please supply 'stills' with your files: you can choose any frame from the video or animation or make a separate image. These will be used instead of standard icons and will personalize the link to your video data. For more detailed instructions please visit our video instruction pages at https://www.elsevier.com/artworkinstructions. Note: since video and animation cannot be embedded in the print version of the journal, please provide text for both the electronic and the print version for the portions of the article that refer to this content.

AudioSlides
The journal encourages authors to create an AudioSlides presentation with their published article. AudioSlides are brief, webinar-style presentations that are shown next to the online article on ScienceDirect. This gives authors the opportunity to summarize their research in their own words and to help readers understand what the paper is about. More information and examples are available at https://www.elsevier.com/audioslides. Authors of this journal will automatically receive an invitation e-mail to create an AudioSlides presentation after acceptance of their paper.

Supplementary material
Supplementary material can support and enhance your scientific research. Supplementary files offer the author additional possibilities to publish supporting applications, high-resolution images, background datasets, sound clips and more. Please note that such items are published online exactly as they are submitted; there is no typesetting involved (supplementary data supplied as an Excel file or as a PowerPoint slide will appear as such online). Please submit the material together with the article and supply a concise and descriptive caption for each file. If you wish to make any changes to supplementary data during any stage of the process, then please make sure to provide an updated file, and do not annotate any corrections on a previous version. Please also make sure to switch
off the 'Track Changes' option in any Microsoft Office files as these will appear in the published supplementary file(s). For more detailed instructions please visit our artwork instruction pages at https://www.elsevier.com/artworkinstructions.

**Interactive MATLAB Figure Viewer**
This journal features the Interactive MATLAB Figure Viewer, allowing you to display figures created in MATLAB in the .FIG format in an interactive viewer next to the article. Please go to https://www.elsevier.com/matlab for more information and submission instructions.

**Interactive plots**
This journal enables you to show an Interactive Plot with your article by simply submitting a data file. For instructions please go to https://www.elsevier.com/interactiveplots.

**Submission checklist**
The following list will be useful during the final checking of an article prior to sending it to the journal for review. Please consult this Guide for Authors for further details of any item.

**Ensure that the following items are present:**
One author has been designated as the corresponding author with contact details:
- E-mail address
- Full postal address
All necessary files have been uploaded, and contain:
- Keywords
- All figure captions
- All tables (including title, description, footnotes)
Further considerations
- Manuscript has been 'spell-checked' and 'grammar-checked'
- References are in the correct format for this journal
- All references mentioned in the Reference list are cited in the text, and vice versa
- Permission has been obtained for use of copyrighted material from other sources (including the Internet)
Printed version of figures (if applicable) in color or black-and-white
- Indicate clearly whether or not color or black-and-white in print is required.
For any further information please visit our customer support site at http://support.elsevier.com.
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**Use of the Digital Object Identifier**
The Digital Object Identifier (DOI) may be used to cite and link to electronic documents. The DOI consists of a unique alpha-numeric character string which is assigned to a document by the publisher upon the initial electronic publication. The assigned DOI never changes. Therefore, it is an ideal medium for citing a document, particularly 'Articles in press' because they have not yet received their full bibliographic information. Example of a correctly given DOI (in URL format; here an article in the journal *Physics Letters B*):
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When you use a DOI to create links to documents on the web, the DOIs are guaranteed never to change.

**Proofs**
One set of page proofs (as PDF files) will be sent by e-mail to the corresponding author (if we do not have an e-mail address then paper proofs will be sent by post) or, a link will be provided in the e-mail so that authors can download the files themselves. Elsevier now provides authors with PDF proofs which can be annotated; for this you will need to download Adobe Reader version 9 (or higher) available free from http://get.adobe.com/reader. Instructions on how to annotate PDF files will accompany the proofs (also given online). The exact system requirements are given at the Adobe site: http://www.adobe.com/products/reader/tech-specs.html.
If you do not wish to use the PDF annotations function, you may list the corrections (including replies to the Query Form) and return them to Elsevier in an e-mail. Please list your corrections quoting line number. If, for any reason, this is not possible, then mark the corrections and any other comments (including replies to the Query Form) on a printout of your proof and scan the pages and return via e-mail. Please use this proof only for checking the typesetting, editing, completeness and correctness of the text, tables and figures. Significant changes to the article as accepted for publication will only be considered at this stage with permission from the Editor. We will do everything possible to get your
article published quickly and accurately. It is important to ensure that all corrections are sent back to us in one communication: please check carefully before replying, as inclusion of any subsequent corrections cannot be guaranteed. Proofreading is solely your responsibility.

**Offprints**
The corresponding author, at no cost, will be provided with a personalized link providing 50 days free access to the final published version of the article on ScienceDirect. This link can also be used for sharing via email and social networks. For an extra charge, paper offprints can be ordered via the offprint order form which is sent once the article is accepted for publication. Both corresponding and co-authors may order offprints at any time via Elsevier's WebShop (http://webshop.elsevier.com/myarticleservices/offprints). Authors requiring printed copies of multiple articles may use Elsevier WebShop's ‘Create Your Own Book’ service to collate multiple articles within a single cover (http://webshop.elsevier.com/myarticleservices/booklets).
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