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2.13 PHYSICS OF X-RAY ABSORPTION

X-rays are ionizing radiation and thus, by definition, have sufficient energy to eject a core electron from an atom. Each core shell has a distinct binding energy, and thus if one plots X-ray absorption as a function of energy, the spectrum for any atom resembles the X-ray absorption spectrum for Pb, shown in Figure 1.14 When the X-ray energy is scanned through the binding energy of a core shell, there is an abrupt increase in absorption cross-section. This gives rise to a
so-called absorption edge, with each edge representing a different core–electron binding energy. The edges are named according to the principle quantum number of the electron that is excited: K for \( n = 1 \), L for \( n = 2 \), M for \( n = 3 \), etc. The core–electron binding energy increases with increasing atomic number, ranging from 284 eV for the C K edge to 115,606 eV for the U K edge, with the L edges at significantly lower energies than the corresponding K edge (e.g., 270 eV for the Cl L\(_1\) edge, 20,948 eV and 17,166 eV for the U L\(_2\) and L\(_3\) edges).

Closer examination of Figure 1 (see inset) shows that the L edge is in fact three distinct L edges, named L\(_1\), L\(_2\), and L\(_3\) in order of decreasing energy. L\(_1\) corresponds to excitation of a 2s electron. The 2p excitation is split into two edges, L\(_2\) and L\(_3\), as a consequence of the spin–orbit coupling energy of the 2p\(^5\) configuration that is created when a 2p electron is excited. The higher energy of the 2p\(^5\) excited states is the \( ^2P_{1/2} \) term; This gives rise to the L\(_2\) edge. At lower energy is the L\(_3\) edge, corresponding to the \( ^2P_{3/2} \) excited state. Due to degeneracy, the L\(_3\) edge has twice the edge jump of the L\(_2\) and L\(_1\) edges. In contrast with valence electron shells where spin–orbit coupling energies are relatively small, the spin–orbit coupling for core shells can be quite large. For Pb, the L\(_2\)–L\(_3\) splitting is 2,165 eV (1 eV = \( 8,066 \text{ cm}^{-1} \)). Analogous, albeit smaller, splitting occurs for the lower-energy edges, with 5 M edges, 7 N edges, etc. X-ray absorption spectroscopy (XAS) refers to the measurement of X-ray absorption cross-section in the vicinity of one or more absorbing edges.

### 2.13.1.1 X-ray Absorption Edges

An absorption edge by itself is of little value beyond elemental identification.\(^5\)\(^6\) However, if one examines any of the edges in Figure 1 in more detail, they are found to contain a wealth of information. This is illustrated by the schematic absorption edge shown in Figure 2. The absorption edge is not simply a discontinuous increase in absorption, as suggested by Figure 1, but in...
fact shows significant structure both in the immediate vicinity of the edge jump and well above the edge. The structure in the vicinity of the edge is sometimes referred to as X-ray absorption near-edge structure (XANES). The oscillations above the edge, which can extend for 1,000 eV or more, are often referred to as extended X-ray absorption fine structure (EXAFS). The distinction between XANES and EXAFS is arbitrary, since the same fundamental physical principles govern photoabsorption over the entire XAS region and there is no unambiguous definition that distinguishes between “near-edge” and “extended” structure. In an attempt to emphasize the essential similarity of these regions, the term XAFS (X-ray absorption fine structure) has gained some currency as a reference to the entire structured absorption region. Nevertheless, the terms EXAFS and XANES remain the most widely used, with some justification, since the XANES and EXAFS regions are generally analyzed differently. As described in detail below, the XANES region is sensitive to oxidation state and geometry, but is not, in most cases, analyzed quantitatively. The EXAFS region is sensitive to the radial distribution of electron density around the absorbing atom and is used for quantitative determination of bond length and coordination number. A fourth acronym, which is popular in the soft X-ray and surface science communities, is NEXAFS, standing for near-edge X-ray absorption fine structure. This acronym is redundant, since NEXAFS and XANES are used to refer to the same features, and is potentially confusing, given its similarity to EXAFS.

2.13.1.2 X-ray Fluorescence

Absorption of an ionizing X-ray results in photoelectron ejection, leaving behind a highly excited core-hole state. This can relax by a variety of mechanisms, with the two most important being emission of an Auger electron and X-ray fluorescence. For lower-energy excitation, Auger emission can be the dominant relaxation process. For higher-energy excitation (e.g., for the K edges of elements with atomic numbers greater than 40), X-ray fluorescence is the primary relaxation process, with X-ray fluorescence yields approaching 1. For light elements, the X-ray fluorescence spectrum is quite simple. However, for heavy elements, a large number of X-ray emission lines are observed. The nomenclature associated with X-ray fluorescence lines predates a modern, quantum understanding of the origins of X-ray fluorescence and consequently there is not a simple relationship between the names of different emission lines and the origin of the line. Some of the possible emission lines are shown in Figure 3. Like all emission spectroscopy, X-ray fluorescence is governed by a series of selection rules. Consequently, only certain transitions, referred to as “diagram lines,” are allowed. As with other spectroscopies, a variety of forbidden transitions (nondiagram lines) are also observed, and can yield important information (see discussion of high-resolution X-ray fluorescence, Section 2.13.4.2). Each element has unique “characteristic” X-ray emission energies which are, in most cases, well resolved from neighboring emission lines.

2.13.1.3 Measurement of X-ray Absorption Spectra

In the simplest case, measurement of an X-ray absorption spectrum involves only measurement of the incident and the transmitted X-ray flux. This can be accomplished, for example, with an
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**Figure 3** Nomenclature for selected X-ray emission lines. Excitation of a K shell results in K$_{\alpha}$ and K$_{\beta}$ emission lines (originating from $n = 2$ and $n = 3$, respectively). At higher resolution, these can be resolved into K$_{\alpha_1}$, K$_{\alpha_2}$, with the splitting due to spin–orbit coupling. A similar pattern, with much greater complexity, is seen for L edge excitation. Redrawn from data in. For a more complete list of emission lines, see.
ionization chamber\(^{12}\) in front of and behind the sample, using Beer’s law to convert to absorption coefficient. This approach is limited to moderately concentrated samples (greater than ca. 10 mM or 500 ppm) and, depending on the energy of the absorption edge, even these concentrations may not be accessible. For example, sulfur or chlorine containing solvents are nearly opaque to lower-energy X-rays and thus interfere with XAS measurements.

To avoid the limitations of absorption, XAS spectra are frequently measured as fluorescence excitation spectra.\(^{13}\) This is particularly important for dilute samples such as catalysts, biological samples, or environmental samples. The basic experimental geometry is illustrated in Figure 4. Providing the sample is dilute (absorbance due to the element of interest is much smaller than the background absorbance) or thin (total absorbance \(\ll 1\)), the intensity of the fluorescence X-rays is proportional to the X-ray absorption cross-section (see Figure 4).\(^{14}\) In most cases, the sample will emit a variety of X-rays, both the fluorescence X-rays of interest and a background of scattered X-rays. In order to have good sensitivity, the fluorescence detector needs some kind of energy resolution to distinguish between the signal and background X-rays. In some cases, energy resolution can be provided by a simple low-pass filter\(^{15,16}\), although for the ultimate sensitivity it is necessary to use higher resolution in order to more effectively exclude background radiation. This is typically an energy-resolving solid-state fluorescence detector,\(^{17-19}\) although recent advances with wavelength-resolving detectors (i.e., multilayer diffraction gratings) may be important in special cases.\(^{20,21}\)

In principle, any physical property that changes in proportion to X-ray absorption could be used to measure XAS spectra. In addition to X-ray fluorescence, properties that have been used include photoconductivity,\(^{22}\) optical luminescence,\(^{22-24}\) and electron yield,\(^{25,26}\) although only the latter is widely used. Electron yield detection of XAS is particularly important for studies of surfaces. Since the penetration depth of an electron through matter is quite small, electron yield can be used to make XAS measurements surface sensitive.\(^{27,28}\)

Although XAS can be studied for virtually any X-ray absorption edge, experiments are simplest when they can be performed at atmospheric pressure. This limits the accessible X-ray energies to those greater than approximately 5 keV (for air) or 2 keV (for a He atmosphere). Lower energy measurements (i.e., measurements of the K edges for elements lighter than phosphorus) require that the sample be in vacuum in order to avoid excessive attenuation of the incident X-ray beam. Similarly, it is difficult, although not impossible, to make XAS measurements at energies above approximately 30 keV (K edge energy for Sn = 30.5 keV). However, this does not limit XAS significantly, since elements that are heavy enough to have K edge energies >30 keV have readily accessible L edge energies (the L\(_3\) edge for Sn is at 4 keV). This means that XAS spectra can be measured for virtually every element, although measurements for elements lighter than phosphorus generally require that the sample be made vacuum compatible. X-ray absorption spectra can be measured for solids, liquids, or gases and do not require that samples have long-range order (i.e., be crystalline) or that samples possess particular magnetic properties (e.g., nonzero electron spin or specific isotopes). Measurements can be made at low temperature for studies of unstable samples, or at high temperature and/or pressure, for example for studies of catalysts under reaction conditions or of geochemical samples under conditions that approximate the inner mantle. This flexibility, combined with near universality, has made XAS a widely utilized technique in all areas of coordination chemistry.

Figure 4 Typical experimental apparatus for XAS measurements. Incident and transmitted intensities are typically measured using an ion chamber; a variety of detectors can be used to measure X-ray fluorescence intensity for dilute samples (see text).
The critical experimental detail that limits the utility of XAS, and that accounts for XAS having been an obscure technique prior to about 1975, is the need for an intense, tunable X-ray source. Conventional X-ray sources work much the same as the X-ray tube that was invented by Röntgen: an electron beam strikes a target which emits both “characteristic” radiation (X-ray fluorescence lines) and a broad continuous background of bremsstrahlung radiation. Only the latter is useful for XAS, since XAS measurements require a broad band of X-ray energies. The intensity of monochromatic radiation that can be obtained from the bremsstrahlung radiation is too low for most XAS measurements.

The development that allowed XAS to become a routine analytical tool was the recognition that the electron storage rings that are used in high-energy physics can serve as an extremely intense X-ray source. When an electron beam is accelerated, for example by using a magnetic field to cause the beam to follow the curvature of a storage ring, the electron beam radiates a broad spectrum of “synchrotron” radiation. From modest beginnings in the early 1970s, synchrotron radiation laboratories have grown enormously to the point that there are now over 75 laboratories, either planned, under construction, or in operation, devoted to the production of synchrotron radiation in one form or another, located in 23 countries. A selection of some of the more important sources for XAS is given in Table 1. Other countries that will soon join this list include Armenia, Canada, Jordan, Spain, Thailand, and the Ukraine. Each of these laboratories is based around an electron (or positron) storage ring. Ring sizes vary, but modern synchrotrons typically have a circumference of approximately one kilometer. This size is large enough to accommodate anywhere from 10 to perhaps 100 independent “beamlines” (the hardware that transports the X-rays from the synchrotron source to the experimental apparatus) at each synchrotron laboratory.

The importance of synchrotron radiation can be seen by comparing the X-ray flux that is available from X-ray tubes with that available from synchrotron sources (Figure 5). The spectral brightness (X-ray flux normalized by area that is irradiated and divergence of the beam) of the most powerful sources is more than 10 orders of magnitude greater than that available from X-ray tubes. Another advantage of synchrotron sources is that the synchrotron X-ray beam is polarized, thus permitting orientation-dependent measurements for ordered samples. In addition,

Table 1  Major synchrotron sources for XAS.

<table>
<thead>
<tr>
<th>Country</th>
<th>Location</th>
<th>Synchrotron source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>Campinas</td>
<td>LNLS</td>
</tr>
<tr>
<td>China (PRC)</td>
<td>Beijing</td>
<td>BSRF</td>
</tr>
<tr>
<td></td>
<td>Hefei</td>
<td>NSRL</td>
</tr>
<tr>
<td>China (ROC-Taiwan)</td>
<td>Hsinchu</td>
<td>SRRC</td>
</tr>
<tr>
<td>Denmark</td>
<td>Aarhus</td>
<td>ASTRID</td>
</tr>
<tr>
<td>France</td>
<td>Grenoble</td>
<td>ESRF</td>
</tr>
<tr>
<td></td>
<td>Orsay</td>
<td>LURE</td>
</tr>
<tr>
<td>Germany</td>
<td>Berlin</td>
<td>BESSY</td>
</tr>
<tr>
<td></td>
<td>Hamburg</td>
<td>HASYLAB/DESY</td>
</tr>
<tr>
<td>India</td>
<td>Indore</td>
<td>INDUS</td>
</tr>
<tr>
<td>Italy</td>
<td>Trieste</td>
<td>ELETTRA</td>
</tr>
<tr>
<td>Japan</td>
<td>Nishi Harima</td>
<td>Spring-8</td>
</tr>
<tr>
<td></td>
<td>Tsukuba</td>
<td>Photon Factory</td>
</tr>
<tr>
<td>Korea</td>
<td>Pohang</td>
<td>Pohang Light Source</td>
</tr>
<tr>
<td>Russia</td>
<td>Moscow</td>
<td>Siberia 1</td>
</tr>
<tr>
<td></td>
<td>Novosibirsk</td>
<td>VEPP</td>
</tr>
<tr>
<td>Singapore</td>
<td>Singapore</td>
<td>SSLS</td>
</tr>
<tr>
<td>Sweden</td>
<td>Lund</td>
<td>MAX</td>
</tr>
<tr>
<td>Switzerland</td>
<td>Villigen</td>
<td>SLS</td>
</tr>
<tr>
<td>UK</td>
<td>Daresbury</td>
<td>SRS</td>
</tr>
<tr>
<td>USA</td>
<td>Argonne, IL</td>
<td>APS</td>
</tr>
<tr>
<td></td>
<td>Baton Rouge, LA</td>
<td>CAMD</td>
</tr>
<tr>
<td></td>
<td>Berkeley, CA</td>
<td>ALS</td>
</tr>
<tr>
<td></td>
<td>Ithaca, NY</td>
<td>CHESS</td>
</tr>
<tr>
<td></td>
<td>Stanford, CA</td>
<td>SSRL</td>
</tr>
<tr>
<td></td>
<td>Stoughton, WI</td>
<td>Aladdin</td>
</tr>
<tr>
<td></td>
<td>Upton, NY</td>
<td>NSLS</td>
</tr>
</tbody>
</table>
with appropriate design, beamline can be made to produce circularly polarized X-rays, thus permitting magnetic circular dichroism (MCD) studies in the X-ray region.

This increase in X-ray intensity, together with the development of synchrotron laboratories with facilities dedicated to measurement of XAS, has allowed XAS to develop into a relatively routine analytical tool. It is straightforward to measure XAS spectra for transition metal solutions with concentrations greater than 1 mM (ca. 50 ppm) and it is possible, using the most intense synchrotron sources and the most sensitive detectors, to measure high-quality XAS spectra for samples containing less than 1 ng of the metal of interest. Typical sample volumes range from one mL to one µL and with microfocused X-ray beams (see below) even smaller volumes can be studied.

2.13.2 EXTENDED X-RAY ABSORPTION FINE STRUCTURE

2.13.2.1 Theoretical Description of EXAFS Spectra

2.13.2.1.1 Single scattering

The EXAFS region is typically taken as starting 20–30 eV above the edge jump. At these energies, the X-ray excited photoelectron has significant energy, and thus has a de Broglie wavelength that
is comparable to the interatomic distances. The EXAFS photoexcitation cross-section is modulated by the interference between the outgoing and the back-scattered photoelectron waves as illustrated schematically in Figure 6. At energy \( E_1 \), the outgoing and the back-scattered X-rays are in phase, resulting in constructive interference and a local maximum in the X-ray photoabsorption cross-section. At higher X-ray energy, the photoelectron has greater kinetic energy and thus a shorter wavelength, resulting in destructive interference and a local minimum in photoabsorption cross-section (energy \( E_2 \)). The physical origin of EXAFS is thus electron scattering, and EXAFS can be thought of as a spectroscopically detected scattering method, rather than as a more conventional spectroscopy.

For a single absorber–scatterer pair (for example, in a diatomic gas) this alternating interference will give rise to sinusoidal oscillations in the absorption coefficient if the energy is given in units proportional to the inverse photoelectron wavelength (the photoelectron wavevector, or \( k \), defined as in Equation (1)). In Equation (1), the threshold energy, \( E_0 \), is the binding energy of the photoelectron:

\[
k = \sqrt{2m_n(E - E_0)/\hbar^2}
\]

(1)

In XAS analyses, it is typical to define the EXAFS, \( \chi(k) \), as the fractional modulation in the X-ray absorption coefficient as in Equation (2), where \( \mu \) is the observed absorption coefficient and \( \mu_0 \) is the absorption that would be observed in the absence of EXAFS effects. Since \( \mu_0 \) cannot be directly measured, it is approximated, typically by fitting a smooth spline function through the data. Division by \( \mu_0 \) normalizes the EXAFS oscillations “per atom,” and thus the EXAFS represents the average structure around the absorbing atoms:

\[
\chi(k) = \frac{\mu - \mu_0}{\mu_0}
\]

(2)

When plotted as \( \chi(k) \), EXAFS oscillations have an appearance similar to that shown in Figure 7. The amplitude of the EXAFS oscillations is proportional to the number of scattering atoms, the frequency of the oscillations is inversely proportional to the absorber–scatterer distance, and the shape of the oscillations is determined by the energy dependence of the photoelectron scattering, which depends on the identity of the scattering atom. For quantitative analyses, the EXAFS can be described\textsuperscript{31–33} by an equation such as Equation (3), with the summation taken over all of the scattering atoms near the absorber:

\[
\chi(k) = \sum_s \frac{N_s A_s(k) S^0_s}{k R_{as}^2} \exp(-2R_{as}/\lambda(k))\exp(-2k^2\sigma^2_{as})\sin(2kR_{as} + \phi_{as}(k))
\]

(3)

In Equation (3), the parameters that are of principal interest for coordination chemistry are the number of scattering atoms, \( N_s \) and the absorber–scatterer distance, \( R_{as} \). However, there are a variety of other parameters that must either be determined or be defined in order to extract the chemically relevant information. Chief among these are \( A_s(k) \) and \( \phi_{as}(k) \). These represent, respectively, the energy dependence of the photoelectron scattering, and the phase shift that the photoelectron wave undergoes when passing through the potential of the absorbing and scattering atoms. These amplitude and phase parameters contain the information necessary to identify the scattering atom. Thus, for example, sulfur and oxygen introduce phase shifts, \( \phi_{as}(k) \), that differ by approximately \( \pi \). Unfortunately, both \( A_s(k) \) and \( \phi_{as}(k) \) depend only weakly on scatterer identity, and thus it is difficult to identify the scatterer with precision. This means that O and N, or S and Cl, typically cannot be distinguished, while O and S can.

The EXAFS amplitude falls off as \( 1/R^2 \). This reflects the decrease in photoelectron amplitude per unit area as one moves further from the photoelectron source (i.e., from the absorbing atom). The main consequence of this damping is that the EXAFS information is limited to atoms in the near vicinity of the absorber. There are three additional damping terms in Equation (2). The \( S^0_s \) term is introduced to allow for inelastic loss processes and is typically not refined in EXAFS analyses. The first exponential term is a damping factor that arises from the mean free path of the photoelectron (\( \lambda(k) \)). This serves to limit further the distance range that can be sampled by EXAFS. The second exponential term is the so-called “Debye–Waller” factor. This damping reflects the fact that if there is more than one absorber–scatterer distance, each distance will contribute EXAFS oscillations of a
slightly different frequency. The destructive interference between these different frequencies leads to damping in the EXAFS amplitude. The Debye–Waller factor, $\sigma_{aw}$, is the root-mean-square deviation in absorber–scatterer distance. This damping is always present due to zero-point thermal motion, and may, for polyatomic systems, also occur as a consequence of structural disorder. As a consequence of the damping terms in Equation (3), EXAFS oscillations are typically only observed for atoms within approximately 5 Å of the absorbing atom.

In Equation (3) the backscattering amplitude and phase are assumed to depend only on the identity of the absorber and the scatterer. This derives from the so-called plane wave approximation, in which the curvature in the photoelectron wave is neglected and the photoelectron is treated as a plane wave. For energies well above the X-ray edge (high $k$, short photoelectron wavelength) or for long absorber–scatterer distances this is a fairly reasonable assumption. It is not, however, a good assumption for most of the useful EXAFS region. Modern approaches to calculating amplitude and phase parameters (see Section 2.13.2.2) include spherical wave corrections to the amplitude and phase, thus introducing a distance dependence to $A_s$ and $\phi_{asr}$.

### 2.13.2.1.2 Multiple scattering

The discussion above assumed that the X-ray excited photoelectron was scattered only by a single scattering atom before returning to the absorbing atom (e.g., Figure 6). In fact, the X-ray excited photoelectron can be scattered by two (or more) atoms prior to returning to the absorbing atom. Multiple scattering is particularly important at low $k$ where the photoelectron has a very low energy and consequently a long mean-free path, allowing it to undergo extensive multiple scattering. Multiple scattering is particularly strong if the two scattering atoms are nearly collinear since the photoelectron is strongly scattered in the forward direction. In this case, the EXAFS oscillations due to the multiple scattering pathway (absorber $\rightarrow$ scatterer 1 $\rightarrow$ scatterer 2 $\rightarrow$ absorber in Figure 8) can be as much as an order of magnitude stronger than that due to the single scattering pathway (absorber $\rightarrow$ scatterer 2 $\rightarrow$ absorber). Failure to account for multiple scattering can lead to serious errors in both EXAFS amplitude and phase, with consequent errors in the apparent coordination number and bond length.

Multiple scattering is extremely angle dependent. For scattering angles less than ca. 150° (the angle A–S1–S2 in the example above), multiple scattering is weak and can often be neglected. However, for angles between 150° and 180°, multiple scattering must be considered. The angle dependence of multiple scattering means that EXAFS can, at least in principle, provide direct information about bond angles. Even when accurate angular information cannot be obtained (see below), multiple scattering is still important because it gives certain coordinating groups unique EXAFS signatures. These include both linear ligands such as CO and CN$, as well as rigid cyclic ligands such as pyridine or imidazole. This can, in some cases, improve the limited sensitivity of EXAFS to scatterer identity. For example, in biological systems water and the imidazole group of
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**Figure 6** Schematic illustration of the physical basis of EXAFS oscillations. The X-ray excited photoelectron is represented by concentric circles around the absorbing atom (A), with the spacing between circles representing the de Broglie wavelength of the photoelectron. The photoelectron is scattered by surrounding atoms (indicated by a single atom S in the figure). At energy $E_1$, the out-going and back-scattered waves are in phase, resulting in constructive interference and a local maximum in photoabsorption cross-section. At a slightly higher energy $E_2$ (shorter photoelectron wavelength) the absorber–scatterer distance gives destructive interference and a local minimum in absorbance.
a histidine amino acid have nearest-neighbor EXAFS that is virtually indistinguishable (O vs. N). However, the imidazole group can be identified by its unique multiple-scattering signature.\textsuperscript{37,40–42}

2.13.2.1.3 Other corrections to the EXAFS equation

There are a variety of additional correction factors that are not included in Equation (3). These are not widely used and can often be ignored in data analysis. However, for the most accurate description of the EXAFS, it is necessary to include several other effects. The discussion thus far has assumed that there is only a single core electron that is excited by the incident X-ray. However, the incident X-ray has sufficient energy to eject more than one electron, and this can give rise to additional small edge jumps above the main edge due to the opening of absorption channels creating double-hole configurations such as $[1s^4p]$, $[1s^3d]$, and $[1s^3p]$.\textsuperscript{43–45} Multielectron excitations will take place whenever the incident X-ray energy equals the sum of two core-electron excitations. In practice, multielectron excitations are most important near the edge and are often detectable only for samples that have very weak EXAFS signals (for example, for ionic solutions, which have only weak cation-solvent interactions).\textsuperscript{46–48} A second complication is that the photoelectron wave can be scattered not only by atoms but also by the potential barrier that develops when a free atom is embedded into a condensed phase. In this case, the free-atom potential is modified and the resulting scattering of the outcoming photoelectron produces weak oscillations in the absorption cross-section.\textsuperscript{49,50} This can be treated as a variation in the atomic background,\textsuperscript{51,52} and is sometimes referred to as “atomic” EXAFS. As with multielectron features, atomic EXAFS features are quite weak and are typically seen only near the absorption edge. Since this is a region that is very sensitive to background subtraction (the $\mu_0$ in Equation (2)) it is not always clear what physical phenomenon is responsible for the observed spectral anomalies,\textsuperscript{53} particularly in view of the similar appearance of multielectron excitations and atomic EXAFS.\textsuperscript{54,55}

2.13.2.2 Programs for Calculating and Analyzing EXAFS

The analysis of EXAFS data can be divided into two stages: reduction of the measured absorption spectra to EXAFS (i.e., application of Equation (2)) and analysis of the $\chi(k)$ data to obtain structural parameters ($N_s$, $a_{as}$, and $R_{as}$). Data reduction involves both normalization (Equation (2))
and conversion to $k$ space (Equation (1)). Data analysis is, at least in principle, a relatively straightforward problem of optimizing the variable parameters in Equation (3) so as to give the best fit to the observed data using some sort of nonlinear least-squares fitting procedure. Over 20 programs are available to accomplish the data reduction and analysis. Most are quite similar in their functionality.

In order to fit EXAFS data, it is first necessary to determine the parameters that define the scattering ($A_s(k)$, $S_0^2$, $\phi_n(k)$, and $\lambda(k)$). This can be done using *ab initio* calculations or from model compounds of known structure. In recent years, the available theoretical methods for quickly and accurately calculating these parameters have improved dramatically. *Ab initio* calculations are now relatively straightforward, with three main programs that are in wide use: FEFF,\textsuperscript{39,57,58} EXCURVE,\textsuperscript{41,59} and GNXAS.\textsuperscript{60–62} Although these differ in the particulars of their approach to EXAFS, all give approximately the same structural parameters.\textsuperscript{63} In contrast, older approaches, particularly those using the earliest plane-wave parameters\textsuperscript{34–36} often fail to give accurate structural results. Despite these well-known errors,\textsuperscript{64} publications using these parameters continue to appear occasionally in the literature. Regardless of what theoretical parameters are used, careful comparison with model compounds remains important for proper calibration of the calculated parameters.\textsuperscript{65}

Using carefully calibrated parameters to determine $S_0^2$ and $E_0$, it is possible to obtain excellent accuracy for EXAFS bond length determinations. Typical values, determined by measuring data for structurally defined complexes, are 0.01–0.02 Å for nearest-neighbor distances and somewhat worse for longer distance interactions. The precision of bond-length determinations is even better, with experimentally determined reproducibilities as good as 0.004 Å.\textsuperscript{66} Coordination number is less well defined, due in part to correlation between $N$ and $\sigma^2$ (see Equation (3)). In many cases, EXAFS coordination numbers cannot be determined to better than ±1. As noted above, EXAFS has only weak sensitivity to atomic type. Typically it is only possible to determine the atomic number of the scattering atom to ±10. Despite these limitations, the ability to provide structural information, particularly highly accurate bond lengths, for noncrystalline systems, has made EXAFS an extremely important tool in coordination chemistry.

### 2.13.2.2.1 Fourier transforms

Although Equation (3) provides a complete description of the EXAFS oscillations, it is not a particularly convenient form for visualizing the information content of an EXAFS spectrum. As with NMR spectroscopy, Fourier transformation can be used to decompose a $k$-space signal into its different constituent frequencies.\textsuperscript{67} This is illustrated using the EXAFS data\textsuperscript{68} for a THF solution of CuCN·2LiCl. The EXAFS spectrum (Figure 9) clearly contains more than one frequency, based on the complex variation in amplitude. For EXAFS, the canonical variables are $k$ (in Å⁻¹) and $R$ (in Å), and the Fourier transform (FT) of an EXAFS spectrum gives a
pseudo-radial distribution function. The FT of the data in Figure 9 shows that there are three principal frequencies that contribute to this spectrum. These are due to scattering from the Cu nearest neighbors (C from the cyanide), the next-nearest neighbors (N from the cyanide), and the next-next-nearest neighbors (an additional Cu coordinated to the distal end of the cyanide). The third peak thus clearly shows formation of a \((\text{CuCN})_n\) oligomer under these conditions. The FT amplitude is not a true radial distribution function since the amplitude cannot be related directly to electron density around the absorber due to the \(A_s(k)\) factor and the damping factors in Equation (3), and the apparent distances in the FT are shifted by about \(-0.5 \text{ Å}\) due to the phase shift \(\phi_{\text{as}}(k)\). The unusually high intensity of the second and third peaks in Figure 9 is due to the near linearity of the Cu—C—N—Cu unit, which leads to intense multiple scattering.

The FT is useful for obtaining a qualitative understanding of a system. However, FTs are subject to several potential artifacts and cannot be used for quantitative data analysis. Depending on the resolution of the data (see below), multiple shells of scatterers do not necessarily give rise to multiple peaks in the FT.\(^{69}\) Perhaps more important, two peaks may appear to be well resolved despite the fact that they have substantial overlap. This is illustrated in Figure 10, where the top FT is for the sum of two EXAFS spectra (simulated for Mn—O distances of 1.9 Å and 2.1 Å) while the bottom shows the FTs of the two individual components. Although the two peaks appear to be well resolved, each peak, in fact, contains significant contributions from the other scatterer. This phenomenon is due to the fact that the FT is a complex function, including both real and imaginary components. Typically (e.g., Figure 10) what is plotted is the modulus of the FT, thus losing all phase information. In Figure 10, the Fourier components from the two different scatterers interfere destructively, leading to the minimum in the modulus.

Interference such as that in Figure 10 is particularly important if the data are Fourier filtered. Fourier filtering involves selecting certain frequencies in \(R\) space to use for a back FT (back into \(k\) space). Filtering can greatly simplify the curve-fitting problem, since the filtered data contains only a single shell of scatterers (this amounts to dropping the summation in Equation (3)). However, as illustrated by Figure 10, filtering can have unexpected consequences. Neither of the peaks in the top panel actually represents the scattering from a single atom, despite the apparent resolution of the data; attempts to fit these as though they represent single shells leads to erroneous conclusions.\(^{69}\)

\subsection{Curve fitting}

A typical coordination complex might have six different nearest-neighbor distances, together with a larger number of longer distance interactions. Although each of these contributes a slightly different signal to the overall EXAFS, it is not realistic to refine all of the different absorber–scatterer interactions individually. Instead, curves are fitted to the data in the form of a Debye–Waller factor (Equation (3)), which represents the probability of a scatterer being at a particular distance from an absorber. The data are then Fourier filtered to include only a single shell of scatterers, the remainder of the shells are removed by adding up the signal from each shell and Fourier filtering that signal. Curve fitting is performed using the first shell of scatterers, the second shell is then added, and so on. The data are Fourier filtered as the shells are added, and the curve fitting is repeated until all of the shells are included. This approach avoids the problems associated with the phase information and allows the fit to be improved by including more shells.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure10.png}
\caption{Fourier transform of the simulated EXAFS for two shells of scatterers. Data calculated for Mn—O distances of 1.9 Å and 2.1 Å. (top) FT of the sum of the EXAFS signals of each shell. (bottom) FTs of the two individual components. Although there is significant overlap in the two shells, the FT of the sum appears to show baseline separation as a consequence of phase differences in the Fourier terms.}
\end{figure}
interactions. Typically, absorber–scatterer interactions are grouped into “shells.” A shell is a group of similar scatterers at approximately the same distance from the absorber. A non-linear least-squares fitting algorithm is then used to model the observed data using Equation (3). A frequent problem is to determine whether the inclusion of an additional shell (i.e., an additional sum in Equation (3)) is justified. Since data are available only over a finite $k$ range and since there is always some noise, particularly at high $k$, it can be difficult to distinguish genuine improvements in the fit from the inevitable improvement that occurs when a least-squares fitting engine is provided with more variable parameters. One solution is to not use a simple mean-square deviation (Equation (4)) as the measure of fit quality, but to replace this with a reduced chi-squared statistic, $\xi^2$ (Equation (5)).

$$F = \sqrt{\frac{\sum_{i=1}^{N} (\chi_{\text{obs}}(k_i) - \chi_{\text{calc}}(k_i))^2}{N}}$$

(4)

$$\xi^2 = \frac{(N_{\text{idp}}/\nu) \sum_{i=1}^{N} (\chi_{\text{obs}}(k_i) - \chi_{\text{calc}}(k_i))^2}{\sum_{i=1}^{N} \varepsilon_i^2}$$

(5)

In Equation (5), $\nu$ is the number of degrees of freedom, calculated from Equation (6), where $N_{\text{idp}}$ is the number of independent data points and $N_{\text{var}}$ is the number of variables that are refined.

$$\nu = N_{\text{idp}} - N_{\text{var}}$$

(6)

The sum in Equation (5) is calculated over all of the measured data points, $N$, and the deviation at each point is weighted by $1/\varepsilon_i^2$, where $\varepsilon_i$ is the root-mean-square uncertainty in $\chi_{\text{obs}}$. The $1/\nu$ weighting introduces a penalty for adding additional, unnecessary, shells of scatterers.

The number of independent data points in an EXAFS spectrum is not equal to the number of measured data points. In most cases, EXAFS spectra are significantly oversampled, so that $N_{\text{idp}} \ll N$. The limitation in $N_{\text{idp}}$ results from the fact that EXAFS spectra are “band-limited” and thus do not contain contributions from all possible frequencies. $N_{\text{idp}}$ can be estimated as in Equation (7).

$$N_{\text{idp}} = \frac{2\Delta k \Delta R}{\pi}$$

(7)

Since $k_{\text{min}}$ is approximately 2 Å, $k_{\text{max}}$ is often 12–14 Å$^{-1}$ or less, and the $R$ range over which EXAFS signals are seen is approximately 1–4 Å, $N_{\text{idp}}$ can be 20 or less, although larger values are possible. For filtered data, $N_{\text{idp}}$ is often much smaller; For $\Delta R \leq 0.8$ Å, $N_{\text{idp}}$ may be as small as 6–8. In such cases, it may be impossible to obtain meaningful fits using two shells of scatterers. If three parameters ($R$, $\sigma^2$, and $N$) are refined per shell, then for two shells there may be no free parameters. Although the fit may reproduce the data perfectly, the refined structural parameters need not be physically meaningful.

The number of degrees of freedom increases linearly with $R$, therefore if data can be detected to high $R$, for example by making measurements at very low temperatures, it should be possible to obtain sufficient data to permit a detailed description of the structure. Outer shell data is particularly interesting because it is sensitive to multiple scattering, and thus can provide information about the three-dimensional geometry of the complex. Unfortunately, the number of multiple-scattering atoms and the number of possible multiple-scattering paths (e.g., Figure 8), increases approximately as $R^2$. This makes it unlikely that EXAFS alone will ever be able to provide reliable structural information for atoms beyond the third, or perhaps the fourth coordination shell.

2.13.2.3 Limitations of EXAFS

The ability to determine accurate structures for noncrystalline samples has made EXAFS extremely useful in coordination chemistry. However, there are several practical limitations to the
ability of EXAFS to probe structure. One involves the ability of EXAFS to resolve contributions from two different scatterers. The best resolution that can be achieved is given in Equation (8).

$$\Delta R \geq \frac{\pi}{2\Delta k}$$  

This gives $\Delta R \geq 0.13 \, \text{Å}$ for data to $k_{\text{max}} = 12 \, \text{Å}^{-1}$. However, this estimate is generally too optimistic as illustrated by Figure 11, which shows pairs of simulated EXAFS spectra for one shell (dashed lines) and two shells (solid lines). The top trace shows the simulation for a pair of scatterers separated by 0.25 Å ($R_1 = 1.75 \, \text{Å}, R_2 = 2.00 \, \text{Å}$). There is an obvious “beat” in the EXAFS amplitude at $k \approx 8 \, \text{Å}^{-1}$ which distinguishes these data from the EXAFS for a single shell at the same average distance (1.875 Å). The middle simulation shows that there is still a beat when $\Delta R$ decreases to 0.15 Å, although the beat has moved close to $k_{\text{max}}$. It is straightforward to distinguish between two shells and a single shell at the average distance (1.925 Å, dashed line). However, if the single-shell simulation is damped with an exponential damping factor (lower traces) it is now nearly impossible to distinguish between one shell (dashed line) and two shells (solid line). It is only at high $k$, where the noise in an experimental spectrum is the largest, that the one- and two-shell simulations are distinguishable. It is unlikely that these spectra could be distinguished for

**Figure 11**  Simulated EXAFS data for one-shell (dashed line) and two-shell (solid line) models. In each case, the one-shell simulation has a distance equal to the average of the two-shell simulation. For the top and middle simulations, both one-shell and two-shell data use the same Debye–Waller factor. For the bottom simulation, the one-shell Debye–Waller factor has been increased to give the best agreement with the two-shell data. Two shells with a small Debye–Waller factor are, for any realistic noise level, indistinguishable from a single shell with a large Debye–Waller factor.
real (i.e., noisy) data, even though $\Delta R > \pi/2\Delta k$. This is because the Debye–Waller factor ($\sigma^2$ in Equation (3)) can mimic the damping that is caused by the presence of two shells of scatterers. This illustrates the fact that although the resolution limit of EXAFS is much better than those of most crystallography, it is nevertheless sufficiently poor that it is often not possible to resolve the contributions from different nearest neighbors, even when they are known chemically to be present at different distances.

The definition of resolution is more complicated if there is more than one type of scattering atom. The presence of two different kinds of scattering atoms may increase the effective resolution. For example, the EXAFS signals for F and Cl have quite different $A_s(k)$ and $\phi_{\text{ex}}(k)$. This means that F and Cl EXAFS signals can be resolved even if the distances are identical, although this can be complicated by destructive interference between the O and Cl signals. Conversely, the presence of several different scatterers at about the same distance can change the apparent amplitude of an EXAFS feature, thus leading to misassignment of the chemical identity of the scatterer. For example, a Cu–Cu shell in the CuA site of cytochrome oxidase was initially assigned as a Cu–S interaction due to interference and the limited $k$ range of the data.

2.13.2.4 Applications of EXAFS to Coordination Chemistry

There are over 15,000 papers dealing with the application of X-ray absorption spectroscopy. Since the development of intense, readily accessible synchrotron sources in about 1980, there has been a steady growth in the applications of EXAFS (see Figure 12). Although the applications cover all areas of science, a significant fraction of these address questions of interest to coordination chemistry. Given the size of this literature, it is not realistic to report on all of the applications of EXAFS. In selecting the examples below, no attempt has been made to provide a comprehensive survey of the literature; a number of excellent reviews exist that survey different field-specific applications of EXAFS together with several monographs on the subject. Rather, the examples below have been selected to illustrate important types of applications.

2.13.2.4.1 De novo structure determination

For de novo structure determination, one measures the EXAFS spectra for one or more of the atoms in a sample and uses this information to determine the structure around the absorbing atom. In principle this is straightforward, although in practice the analysis is often complicated by the limitations discussed above. It is seldom the case that EXAFS can provide reliable information for scatterers that are more than 5 Å from the absorbing atom and in most cases EXAFS provides little or no angular information. Despite these limitations, de novo structure determination remains one of the most important applications for EXAFS. The areas in which de novo structure determination are most important are those in which crystallography cannot be used. One key area is bioinorganic chemistry. It has been estimated that one-third of all proteins bind

---

Figure 12 Number of XAS papers published per year. Solid line is a polynomial fit to the data.
metals. In many cases, the metal is at the active site, and thus structural characterization of the metal site is critical to a detailed understanding of the protein. Unfortunately, many proteins are difficult to crystallize, particularly when the form of interest is an unstable intermediate. Even when a protein can be crystallized, many protein crystal structures lack sufficient resolution to define the metal site accurately, and in some cases the metal site may be completely disordered. In these cases, EXAFS is the only technique that can provide direct structural information for the active site metal, and there are hundreds of examples of EXAFS being used to provide structural insight.83,84,91,95

Exactly the same arguments make EXAFS a useful tool for materials chemistry, where many of the samples of interest are amorphous. Examples include studies of glasses,96,97 of catalysts,80,98–100 of liquids,82,101–103 and of surfaces.27,104–109 The limitations for amorphous samples are similar to those for biological samples, with the important additional complication that the metal of interest is typically not present in a single site but rather in an ensemble of sites. The EXAFS thus represents only the average structure and need not reflect the structure of any one of the individual absorbing sites.

2.13.2.4.2 Solution structure determination

Although X-ray crystallography is extremely powerful as a structural probe, it only provides a description of the structure in the solid state. Since most chemical reactions take place in solution, determination of the solution structure is important for understanding reactivity. In some cases, for example in studies of transition metal cations dissolved in aqueous solution,110–112 or for organometallics dissolved in solution,68,113 EXAFS offers the only direct route for structure determination. In other cases, it is possible to crystallize the solute, but solution EXAFS is still important to determine if the crystallographic structure accurately represents the molecule of interest when it is dissolved in solution. The latter is particularly important for multinuclear aggregates, which might be expected to dissociate into smaller units when dissolved.114 There have, to date, been relative few examples of EXAFS being used to determine solute structure, or to compare solute and crystalline structure. However, with the increased availability of synchrotron radiation, this is an area that is likely to grow in importance.

2.13.2.4.3 Resolution of crystallographic disorder

Although most applications are to noncrystalline materials, EXAFS is also useful for characterizing the structure of metal ions in crystals. This is because crystallographic structure determination can suffer from resolution limitations analogous to those in EXAFS. In particular, the crystallographically determined structure for a metal ion that occupies a high symmetry site in a crystalline lattice is necessarily high symmetry, even though individual ions may have much lower symmetry. In such cases both X-ray diffraction, which gives the structure averaged over all unit cells, and XAS, which gives the structure averaged over all metal sites, may be necessary for a complete description of the structure. For example, the Jahn–Teller active Cu²⁺ may crystallize in a high symmetry site with six crystallographically identical bond lengths, in apparent violation of the Jahn–Teller theorem. EXAFS has been used to show115 that the Cu site in bis[tris (2-pyridyl)methane]Cu²⁺ nitrate has the expected tetragonal distortion, with four short (2.04 A) and two long (2.25 A) Cu–N distances, despite the 3 symmetry of the crystallographic site, and to show116 that CuCl₆⁴⁻ ion in (3-chloroanilinium)₈(CuCl₆)Cl₄ has a conventional tetragonally elongated structure rather than the tetragonally compressed structure that had been suggested from the crystallography.117

Similar concerns apply in studies of variable-composition crystals such as doped samples (e.g., high-Tc superconductors)118–121 and ceramics.122–126 Often, these samples are crystalline and have well-defined three-dimensional structures. However, the crystallographic structure gives only the average location of the major components of the crystal, and is insensitive to the location of the dopant ions. Moreover, crystallography, which reflects the structure averaged over all unit cells, may not give an accurate description of the local structure of the individual ions. For example, Vegard’s law predicts a linear variation in lattice constant on going between composition extremes in a solid solution. EXAFS can be used to determine whether this variation is reproduced in the bond lengths around the individual components of the solid solution.127,128 The combination of
EXAFS with crystallography thus provides a more detailed structural characterization than would be possible from either measurement alone.

### 2.13.2.4.4 Time-dependent structural evolution

An exciting new development in XAS is the ability to measure time-resolved spectra. This provides a powerful tool for investigating the reactivity of solids in catalysis and solid-state chemistry. To date, most studies have been limited to a time resolution of seconds although this can, in principle, extend into the femtosecond regime. The latter offers the possibility of probing directly the structure of photoexcited states, thus following directly the structural changes that accompany a chemical reaction. Before this can be widely applied, more intense femtosecond X-ray sources are needed.

Although other probes may be substantially easier to use, XAS is sometimes the only method that is sensitive to the structures of interest, particularly for solid-state samples and in situ studies of catalysts. For example, in a study of the reduction of NiO, time-resolved X-ray diffraction had shown that the catalyst went directly from NiO to Ni without a well-ordered intermediate phase, but could not rule out the existence of an amorphous NiO phase, since the diffraction was not sensitive to disordered phases. However, the formation of an intermediate phase could be ruled out by time-resolved EXAFS. A similar situation exists for spectroscopically “silent” metals (d10 systems), which are difficult to probe with methods other than XAS. Examples that are important in bioinorganic chemistry include Cu and Zn. For carboxypeptidase, time-resolved XAS could be used to determine the rate of change of the native Zn site, while conventional UV–visible methods could only be used on the Co substituted enzyme. The importance of XAS in both of these examples is as a tool for measuring rate constants.

A second area where time-resolved EXAFS is important is for structural characterization of reactive intermediates. Reactive intermediates are difficult or impossible to crystallize. They may, however, be accessible to structural characterization by EXAFS. The difficulty is that a bulk technique such as EXAFS cannot easily be used to measure structure for minor components in a complex mixture. However, mathematical approaches such as principal component analysis can be used to extract information about relatively minor components if a large enough number of individual spectra are measured. For example, in a study of the oxidation of n-butane over a V2O5 catalyst, hundreds of XAS spectra were measured with 1 second time resolution. No single spectrum gave sufficient information that could be used to distinguish the different species that were present. However, by using principal component analysis, it was possible to identify contributions from three different species (one present at only ca. 20 mol.%) that contributed to the overall data variation. From comparison with standards, these components could be assigned to V5+, V4+, and V3+.

Time-resolved studies frequently make use of a dispersive geometry in which the synchrotron beam is focused onto the sample using a curved crystal, as shown in Figure 13. In this geometry, the sample is illuminated with all X-ray energies simultaneously. The transmitted X-rays are dispersed onto a position-sensitive detector, allowing much more rapid measurement of the spectrum. However, because this is a transmission geometry, dispersive measurements are limited to relatively concentrated samples; dilute samples require the fluorescence geometry shown in Figure 4. For fluorescence, the time resolution is limited to the speed with which the monochromator can be scanned. This is typically several seconds per scan, although there are recent advances in rapid-scanning monochromators that can extend this to the millisecond regime. Extremely fast time resolution (nanosecond to femtosecond) requires a pump-probe experiment with a pulsed X-ray source.

### 2.13.3 X-RAY ABSORPTION NEAR EDGE STRUCTURE

A typical XANES spectrum is shown in Figure 14 (this is an expansion of the edge shown in Figure 2). It is clear that the XANES region is more complex than simply an abrupt increase in absorption cross-section. There are several weak transitions below the edge (pre-edge transitions) together with structured absorption on the high energy side of the edge. Some XANES spectra show intense narrow transitions on the rising edge (these can be much more intense than the transition at the edge in Figure 14). These are often referred to as “white lines” in reference to the fact that when film was used to record X-ray absorption spectra, an intense transition would
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absorb all of the incident X-rays, thus preventing the film from being exposed and leaving a white line on the film. Above the edge, there are a variety of structures that show generally oscillatory behavior, ultimately becoming the EXAFS oscillations.

The same physical principles govern both the EXAFS region and the XANES region. However, in the near edge region the photoelectron has low kinetic energy, giving it a long mean-free path. In addition, the $\exp(-k^2)$ dependence of the Debye–Waller factor means that this damping factor is negligible in the XANES region. These effects combine to make the XANES region sensitive to longer distance absorber–scatterer interactions than are typically sampled by EXAFS. This greatly complicates simulation of XANES structure, since many interactions and a large number of multiple scattering pathways need to be included. However, the sensitivity to multiple scattering is, at least in principle, an advantage since it provides the possibility of extracting information about the three-dimensional structure from XANES spectra. Although much progress has been made recently in the theoretical modeling of XANES, most simulations of XANES structure remain qualitative. Nevertheless, the ability to make even qualitative fingerprint-like comparisons of XANES spectra can be important. If a representative library of reference spectra is available, spectral matching can be used to identify an unknown. Beyond this qualitative application, there are three main ways in which XANES spectra are used: to determine oxidation state, to deduce three-dimensional structure, and as a probe of electronic structure.

2.13.3.1 Sensitivity of XANES to Oxidation State

The energy of an absorption edge is not well defined. It can be taken as the energy at half-height or, more commonly, as the maximum in the first derivative with respect to energy. However, as

![Figure 13](image13.png) **Figure 13** Dispersive XAS geometry. A broad band of X-ray energies is focused onto the sample using a curved crystal and detected using a position-sensitive detector. Time resolution is limited only by the readout time of the detector (microseconds in principle) but samples are limited to those accessible by transmission.

![Figure 14](image14.png) **Figure 14** Expansion of the XANES region for the data shown in Figure 2, showing different features within the XANES region.
shown by Figure 14, edge spectra frequently have unresolved transitions superimposed on the rising edge. These will affect any attempt to define a unique "edge energy." Despite this ambiguity, edge energies have proven extremely useful in determining the oxidation state of the absorber. It has been known for many years that the energy of an edge increases as the oxidation state of the absorber increases.\textsuperscript{151} This can be explained using an electrostatic model, since atoms with a higher oxidation state should have a higher charge, thus requiring more energetic X-ray to eject a core electron. An alternative interpretation of edge energies treats the edge features as "continuum resonances."\textsuperscript{152} A continuum resonance involves excitation of a core electron into a high-energy state (above the continuum) that has a finite lifetime. An example is the potential well created by the absorbing and scattering (nearest neighbor) atoms. As the absorber--scatterer distance gets shorter, the energy of the continuum state increases as $1/R^2$. Since higher-oxidation-state metals have shorter bond lengths, both models predict an increase in edge energetic with increasing oxidation state. Regardless of which explanation is most appropriate, the phenomenological correlation between edge energy and oxidation state is well established, and is widely used in coordination chemistry.

2.13.3.2 Multiple Scattering and XANES

As noted above, multiple scattering is particularly important in the XANES region. In principle, this means that it should be possible to determine the three-dimensional structure of the absorbing atom from analysis of the XANES features. Empirically, this is certainly the case; the XANES region is quite sensitive to small variations in structure, to the extent that two sites having identical EXAFS spectra can nevertheless have distinct XANES spectra.\textsuperscript{65} This sensitivity is, at least in part, due to the fact that geometrical differences between sites alter the multiple scattering pathways, and thus the detailed structure in the immediate vicinity of the absorption edge. Although there has been progress in the interpretation of XANES spectra,\textsuperscript{111,149} the agreement between calculated and observed spectra remains relatively poor in most cases. The development of theoretical and computational methods that will permit detailed interpretation of XANES spectra is one of the outstanding problems in the field.\textsuperscript{153}

2.13.3.3 Bound State Transitions in XANES

The weak pre-edge transitions (Figure 14) arise from bound state transitions. For the K edge of a first row transition metal, these arise from $1s \to 3d$ transitions, and are observed for every metal that has an open 3$d$ shell.\textsuperscript{154} Although the $1s \to 3d$ transition is forbidden by dipole selection rules, it is nevertheless observed due both to $3d + 4p$ mixing and to direct quadrupolar coupling.\textsuperscript{155} The sensitivity to $3d + 4p$ mixing means that the intensity of the $1s \to 3d$ transition can be used as a probe of geometry, with the intensity increasing as the site is progressively distorted from a centrosymmetric environment (i.e., octahedral $<$ square–pyramidal $<$ tetrahedral)\textsuperscript{156} or to distinguish between square–planar (i.e., centrosymmetric) and tetrahedral sites.\textsuperscript{157} With careful analysis, the details of the $1s \to 3d$ transitions can be used to explore the electronic structure of the absorbing atom.\textsuperscript{158}

The analogous $1s \to 4d$ transition for second transition series metals is generally not observed. These edges occur at higher energy, where monochromator resolution is worse and core-hole lifetimes, which determine the intrinsic line width of a transition, are much shorter.\textsuperscript{11} This results in broad edges for which the weak $1s \to 4d$ transitions are undetectable. However, for second row transition metals, it is still possible to obtain information about the empty bound states by measuring data at the $L_1$ and $L_2$ edges, which have $2p \to 4d$ transitions.\textsuperscript{159} The low energy of these edges makes the transitions relatively sharp, and the $2p \to 4d$ transition is allowed, thus making these transitions intense. Similar spectroscopic advantages (narrow lines, allowed transitions) are found for L edge studies of the first transition series metals.\textsuperscript{160,161} However, in this case the very low edge energy is experimentally challenging, requiring the use of ultra-high vacuum for the sample.

In addition to excitations into the 3$d$ (or 4$d$) shells, XANES can also be used to probe higher-lying excited states. For atomic spectra, a complete series of "Rydberg" transitions can be seen.\textsuperscript{162,163} For first transition series metals, the allowed $1s \to 4p$ transition is sometimes observed. This is the assignment given to the intense transition observed on the rising edge for Cu\textsuperscript{I} and for some square–planar Cu\textsuperscript{II} and Ni\textsuperscript{II} complexes. From studies of model compounds, it is found that the "$1s \to 4p$" transition is intense for square–planar complexes but weak for tetrahedral
complexes, as shown in Figure 15.\textsuperscript{164,165} and thus can be used to deduce geometry. The greater intensity for square–planar complexes may be due to decreased mixing between the empty 4p orbital (4p_z) and the ligand orbitals. This intensity of the 1s → 4p transition is even more dramatic for 2-coordinate Cu\textsuperscript{1}.\textsuperscript{166}

An alternative, complementary, approach to electronic structure information is to use ligand XANES rather than metal XANES. This is particularly promising as a tool for investigating sulfur or chlorine ligands\textsuperscript{167–169} and has been used to quantitate the amount of metal–ligand orbital mixing (i.e., the covalency) of different complexes.\textsuperscript{170} For example, excitation at the Cl K edge gives rise to an allowed 1s → 3p transition. Since the Cl 3p orbitals are bonding orbitals in metal chlorides, the lowest energy transition at the Cl edge is actually a 1s(Cl) → HOMO transition, where the HOMO has both metal 3d and Cl 3p character. The intensity of this transition is a direct measure of the percent 3p character of this orbital (i.e., the covalency of the complex). Ligand XANES can be more useful than metal XANES due to the fact that the transitions of interest from a bonding perspective are 1s → 3p for S or Cl ligands and 1s → 3d for a metal from the first transition series. The former is an allowed transition while the latter is forbidden by dipole selection rules, and consequently much weaker and harder to detect.

2.13.3.4 Multi-electron Transitions in XANES

The single-electron bound-state transitions described above can be written as 1s (V*)\textsuperscript{1}, where the underline in 1s refers to a hole in the 1s orbital, and V* is a valence orbital. At higher photon energies, the X-ray has sufficient energy to excite an extra electron into the valence band (e.g., V → V*) resulting in double excitations such as 1s V V*\textsuperscript{2}. In this notation, excitation of the core electron to the continuum is described as 1s ε<sub>p</sub>, where ε<sub>p</sub> indicates a p-symmetry photoelectron, with variable energy ε. The continuum states also have the possibility of multi-electron excitations, giving final states such as 1s V V*\textsuperscript{1} ε<sub>p</sub>. This class of multi-electron transition is sometimes referred to as shake-up transitions, to reflect the description of the excess energy as “shaking” a second electron into a higher-lying state.\textsuperscript{171,172}

In addition to shake-up transition, a second class of multi-electron transition is possible, as illustrated in Figure 16. Excitation of a core electron has the effect of converting an atom with atomic number Z into an atom with an apparent atomic number of Z + 1. This means that, for example, in the 1s4p\textsuperscript{1} state of Cu\textsuperscript{II}, the valence electrons experience the effective nuclear charge of Zn\textsuperscript{II}. The increased nuclear charge lowers the energy of the Cu\textsuperscript{II} 3d orbitals so that they are now lower than the ligand orbitals (Figure 16b and c). Two transitions are now possible: the direct 1s3d\textsuperscript{1}4p\textsuperscript{0} transition (Figure 16b) and the multielectron transition to 1s3d\textsuperscript{0}4p\textsuperscript{1}L, in which a ligand electron has been transferred to the lower-energy Cu 3d orbital. The latter gives a lower-energy excited state, and is often referred to as a shake-down transition. Shake-down transitions are seen frequently in photoelectron spectroscopy but have not been invoked often in XANES. One prominent exception is Cu\textsuperscript{II}, where polarized XANES spectra and theoretical calculations provide good evidence for shake-down transitions.\textsuperscript{157,173–175} The large covalency of many Cu\textsuperscript{II} complexes

![Figure 15](image-url) XANES spectra for 4-coordinate Ni\textsuperscript{II}, redrawn from data in Ref. 164. (top) Ni(cyclam) (ClO<sub>4</sub>)<sub>2</sub> (square–planar) ; (bottom) (Me<sub>4</sub>N)<sub>2</sub>NiCl<sub>4</sub> (tetrahedral). Note the weaker 1s → 3d transition and stronger 1s → 4p transition for the square–planar site.
makes shake-down transitions more important here, but it seems likely that shake-down and other multielectron transitions contribute to many XANES spectra.

2.13.3.5 Applications of XANES to Coordination Chemistry

XANES spectra are much easier to measure than EXAFS spectra since even weak transitions are considerably more intense than EXAFS oscillations at high \( k \). A second advantage of XANES spectra is that they can often be treated spectroscopically—that is, that individual spectral features can be attributed to specific features in the electronic structure. In contrast, EXAFS spectra are spectroscopically detected scattering patterns; it is not possible to attribute a specific EXAFS oscillation to a specific structural feature. Despite these advantages, and the fact that the XANES region is inevitably scanned during the process of measuring EXAFS spectra, relatively little use has been made of XANES beyond qualitative comparisons of an unknown spectrum to reference spectra. The most common qualitative use is for oxidation state assignment, although near-edge features have also been used to distinguish metal-site geometry (e.g., Figure 15).

The complexity of XANES spectra, and in particular their sensitivity to multiple scattering from distant atoms, is largely responsible for the relatively limited attention that XANES spectra have received for quantitative analyses. With the development of new theoretical and computational approaches to XANES, the utility of XANES for investigating coordination complexes is likely to increase.

2.13.4 HIGHER RESOLUTION XAS

Despite the numerous applications of XAS, XAS spectra have, in general, quite limited resolution. For XANES, resolution limits are the consequence of relatively broad spectral lines and severe spectral overlap. Resolution can be improved, in some cases quite dramatically, by using polarization-dependent measurements to reduce spectral overlap (Section 2.13.4.1) or by using inelastic scattering (high-resolution fluorescence) to reduce line widths (Section 2.13.4.2). For EXAFS, one of the most serious resolution limitations results from the fact that EXAFS is sensitive to all of the absorber in a sample; if two different metal sites are present, EXAFS will give only the average structure. This can be addressed, in some cases, by using high-resolution fluorescence to...
measure site-specific EXAFS spectra (Section 2.13.4.2), and in other cases by using spatially resolved EXAFS to resolve the EXAFS spectra from different absorbers (Section 2.13.4.3).

2.13.4.1 Polarization-dependent Measurements

Synchrotron radiation is naturally polarized in the plane of the electron orbit. This can be used with oriented (typically single crystal) samples to make polarization-dependent measurements. In addition, it is possible to prepare circularly polarized X-ray beams, either by manipulating the properties of the electron orbit in the synchrotron or by using the X-ray analog of a quarter-wave plate.

2.13.4.1.1 Linearly polarized measurements

Linear dichroism can be used to extract additional information from both EXAFS and XANES spectra. For EXAFS, polarization-dependent measurements can add angular resolution to the normal EXAFS structural information, allowing, for example, distinction between in-plane and axial bond lengths or detection of weak signals in the presence of strong signals by orienting the sample to minimize contributions from the strong signals. Although often used with single crystals, polarized EXAFS can be used to determine the orientation dependence of the structure for any oriented sample. Examples of noncrystalline orientation include studies probing the structure of substrates adsorbed on surfaces, the orientation of dye molecules in Langmuir–Blodgett films and the orientation of metal active sites in protein multilayers and monolayers.

Polarized XANES measurements have similar advantages to polarized EXAFS, and have been widely used to determine the orientation of the absorber. A second use of polarized XANES is to determine the symmetry properties of particular edge features, and thus to limit the possible interpretation of particular transitions.

2.13.4.1.2 X-ray MCD

If a circularly polarized X-ray beam is used, it is possible to measure the circular dichroism (CD) of a sample. By far the most important use is to study the circular dichroism that is induced by application of a magnetic field, i.e., MCD. Just as in the UV–visible region, X-ray MCD makes use of the fact that the energy of an orbital will vary depending on relative orientation of the local and the applied magnetic field. This allows one to measure element-selective magnetic properties of a sample, since each element can be probed independently. X-ray MCD spectra can be used to deduce the local spin and orbital moments of an atom.

Although most widely used for studies of magnetic materials, it is also possible to use X-ray MCD to study metal sites in proteins. Although X-ray MCD is most often used to study XANES features, it can also be used to probe EXAFS. In this case, the dichroic signal is limited to scattering atoms that are affected by the magnetic field. This can be used to enhance the detectability of the EXAFS signal from a small number of magnetic neighbors in the presence of a large EXAFS signal from nonmagnetic scatterers.

2.13.4.1.3 Natural circular dichroism

Very recently, it has been shown that it is also possible to measure natural (i.e., nonmagnetic) circular dichroism for X-ray absorption. For crystals of Na3Nd(digly)2·2NaBF4·6H2O, the dissymmetry, (A_L−A_R)/(A_L+A_R), is approximately 10^{-3}, comparable to dissymmetries seen in UV–visible CD spectra. However, for crystals of 2[Co(en)3Cl3]·NaCl·6H2O there is an amazing dissymmetry of 12.5% in the vicinity of the 1s→3d pre-edge transition. This can be understood by considering the origin of circular dichroism. Differential absorption of left and right circularly polarized light is due to odd-parity interference between different photon–molecule interaction
operators. In the UV–visible region, CD is dominated by the interference between the electric and magnetic dipole transition moments. However, CD can also arise from interference between electric dipole and electric quadrupole terms, and this is the dominant source of CD in the X-ray region. For transitions such as $1s \rightarrow 3d$, which are quadrupole allowed and dipole forbidden, the X-ray CD is extremely large. X-ray CD thus provides a unique tool for investigating the origin of specific edge features. In addition, X-ray CD can significantly enhance the resolution of edge features. For example, the dipole-forbidden $2p \rightarrow 4f$ transition at the NdL$_3$ edge of Na$_3$Nd(digly)$_3$ appears only as an extremely weak shoulder on the low-energy side of the allowed white-line transitions ($2p \rightarrow nd$). However, in the CD spectrum of Na$_3$Nd(digly)$_3$, only the $2p \rightarrow 4f$ transition is seen, allowing this feature to be readily distinguished from the white line.

In addition to core–valence transitions, it is also possible to observe X-ray CD at higher energy, in the XANES and EXAFS regions. Single-scattering terms, which dominate the X-ray photoabsorption cross-section, cannot give rise to circular dichroism. Consequently, X-ray CD spectra are sensitive only to multiple scattering and not to single scattering. This dramatically simplifies interpretation of the spectra and has the added benefit that simulations of X-ray CD are often better than the corresponding simulations of X-ray absorption, since the inelastic effects that complicate interpretation of the absorption do not survive in the CD. Since multiple-scattering terms are sensitive to geometry, X-ray CD is a very sensitive probe of three-dimensional structure. In addition, from the sign of the CD, it is possible to distinguish between enantiomers.

### 2.13.4.2 High-resolution X-ray Fluorescence

As discussed above, XAS is frequently measured as fluorescence excitation spectra. Typically, this involves collecting all of the X-ray fluorescence, with little or no energy discrimination, and the discussion thus far has ignored the structure that is observed in emission spectra. However, it is possible to use a high-resolution fluorescence monochromator to give energy resolution <1 eV. Such measurements, which can be described as X-ray inelastic scattering, reveal a wealth of structural detail in the emission spectra. Detailed discussion of emission spectra is beyond the scope of this review, but has been treated elsewhere. For the present discussion, there are two important consequences of high-resolution measurements; these can be used to enhance the resolution of absorption edges and to give site-selective XAS data.

#### 2.13.4.2.1 Elimination of lifetime broadening in XANES

XANES spectra frequently have very broad features due to the intrinsic broadening from the core-hole lifetime, which may be as much as 5–10 eV for L edges. By monitoring emission with high resolution, one samples only a small subset of the excited states and thus effectively eliminates broadening from the core-hole. For Dy(NO$_3$)$_3$, the L$_3$ lifetime broadening is ca. 5 eV and the L$_{\text{st}}$ (L$_3$M$_{5\alpha}$) emission line has a width of nearly 10 eV. By monitoring a narrow band (ca. 0.3 eV) from within L$_{\text{st}}$ emission band, the resolution of the excitation spectrum was dramatically enhanced. In the sharpened spectrum, the resolution is effectively governed by the lifetime of the M$_{5\alpha}$ state that gives rise to the emission rather than by the much shorter lifetime of the excited L$_3$ state. Measurements using high-resolution emission are much more challenging than conventional X-ray absorption, since the high-resolution of the fluorescence monochromator results in a much weaker signal. This requires an extremely intense X-ray beam and consequently high-resolution measurements are more sensitive to radiation damage. Nevertheless, for certain samples, the experimental difficulties are more than compensated for by the ability to resolve transitions that would be otherwise unresolvable.

#### 2.13.4.2.2 Site-selective XAS

If emission spectra are measured with sufficiently high resolution, it is found that emission energies correlate both with oxidation state and with spin state. Consequently, high-resolution emission offers the possibility of distinguishing the XAS spectra for different absorbing sites. For example, Fe$^{2+}$ and Fe$^{3+}$ have slightly different emission spectra. By tuning the fluorescence...
analyzer to energies dominated by one or the other oxidation state, it was possible to measure valence-selective EXAFS spectra for Prussian Blue, Fe$^{3+}$$_4$(Fe$^{2+}$(CN)$_6$)$_3$. This possibility of measuring site-selective EXAFS has the potential to significantly simplify the interpretation of EXAFS data for complex mixtures. In a related experiment, it was possible to measure spin-selective XANES spectra for MnF$_2$ by monitoring a satellite on the low-energy side of the K$_\beta$ emission line. The satellite arises because of the fact that the K$_\beta$ (3$p^5$) energy varies depending on whether the spin of the 3$p^5$ shell (created by the K$_\beta$ emission) is parallel or anti-parallel to the spin of the 3$d^5$ shell. This makes it possible to distinguish spin-up excitations (photoelectron has spin parallel to the 3$d^5$ shell) from spin-down excitations and thus to obtain magnetic information similar to that obtained by X-ray MCD, but without the need for an applied magnetic field.

2.13.4.3 Spatially Resolved Measurements

Another way to improve the resolution of XAS is to add spatial resolution. With modern synchrotron facilities, it is relatively straightforward to record XAS spectra using a 1 $\mu$m x 1 $\mu$m beam. These so-called X-ray microprobe beams can be used for all of the XANES and EXAFS experiments discussed above, but with the added benefit of permitting spatially resolved measurements. In addition, it is possible to construct a true soft X-ray microscope with spatial resolution (30–50 nm) close to the diffraction limit of light. X-ray microscopy provides many of the benefits of electron microscopy, with the advantage of lower sample damage and greater tolerance of wet samples but does not usually involve spectroscopic measurements. The emphasis here is on X-ray spectroscopy using X-ray microprobe beams.

2.13.4.3.1 Methods for focusing X-rays

In the simplest X-ray microprobe implementation, slits or a pinhole can be used to limit the size of the beam. Although easy to implement and widely used, this approach greatly reduces the available photon flux and is thus limited to concentrated samples and relatively poor spatial resolution. A variety of schemes can be used to focus the X-ray beam prior to (or in place of) beam-defining slits. Conventional focusing optics require a material that is both transparent and significantly refractive. This is difficult to accomplish in the X-ray region since the refractive index of most materials is extremely close to 1 in the X-ray region. There has been recent progress in designing compound refractive X-ray lenses, in which multiple lenses are used to compensate for the small focusing power of each lens. However, most X-ray microprobes rely on reflective or diffractive optics. Although X-rays are not reflected at normal incidence, they do undergo total external reflection at a sufficiently grazing angle of incidence. The widely used Kirkpatrick–Baez geometry uses a pair of curved mirrors set perpendicular to one another in order to minimize the astigmatism of a single curved mirror. This can provide spot sizes of a few $\mu$m when used with modern synchrotron sources. Capillary optics rely on total external reflection of an X-ray beam propagating inside of a capillary. These can give spatial resolutions as small as 50 nm, but suffer from extremely high divergence, necessitating that the sample be placed very close (<100 $\mu$m) to the capillary. Bragg diffraction, which is used for X-ray monochromators, can also be used to focus an X-ray beam by using a curved crystal. Fresnel zone plates are a diffractive optical element, made up of alternating concentric circular zones. With modern microfabrication, the minimum attainable zone width (which determines the spatial resolution) is approximately 20 nm in the soft X-ray region and closer to 100 nm in the hard X-ray region (due to the need for thicker zones in order to have sufficient contrast in the hard X-ray regime). Unfortunately, zone plates are a chromatic optical element and must be refocused if the energy is changed, thus limiting their use for spectroscopic measurements.

2.13.4.3.2 Applications of X-ray microprobes

X-ray microprobe studies to date have concentrated mostly on geological and environmental samples. If the sample of interest is very small, for example because it is contained in a diamond
anvil cell, the X-ray microprobe may be required to obtain high-quality data. More frequently, the microprobe is required because the sample is heterogeneous. In these cases, the X-ray microprobe can be used to measure XAS spectra selectively for different parts of the sample. This was used, for example, to study the different types of Au present in arsenopyrite ore and to define the U oxidation state associated with spatially resolved uranium precipitates in U-contaminated soils. In these examples, the microprobe beam simplifies interpretation of the spectra by permitting measurements on a distance scale at which the sample is homogeneous. Alternatively, known spectral differences, for example between chromate and Cr$_3^+$ or between Se$_6^-$ and elemental Se can be used in conjunction with microprobe imaging to follow the evolution of a sample, for example during the course of a reaction.
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